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As the former Chief Engineer of the New Hampshire Public Utilities Commission and a former managing engineer with the
Public Service Company of New Hampshire in transmission and generation planning, energy management, and system
operations, Mr. Cannata supports Accion’s team with his expert knowledge of power system studies and planning and
interconnection analysis. Before joining Accion Group, Mr. Cannata served as a technical advisor to the Maine Public Utilities
Commission, the Vermont Public Service Board, the Kentucky Public Service Commission, and the District of Columbia Public
Service Commission regarding the public necessity and convenience for a multitude of 345 kV, 230 kV, 161 kV, 138 kV, 115 kV,
and 69 kV facilities. Additionally, Mr. Cannata has conducted management audits of major utility organizations, executed
prudence reviews of major fossil and nuclear plant outages, and served as the prime architect for one state’s heavily litigated
electric utility restructuring settlement.

A\ Experience

Chief Engineer, New Hampshire Public Utilities Commission

Director, Power Pool Operations, Public Service Company of New Hampshire
Manager, Computer Department and System Planning, Public Service Company of New Hampshire
Senior Consultant, The Liberty Consulting Group

Management audits of major utility organizations

Investigations of major system outages

State siting decision maker

State Office of Emergency management decision maker

Prudence reviews of major fossil and nuclear plant outages

Utility merger analyses

Prime architect for one state’s heavily litigated electric utility restructuring settlement
Principal technical and analytical member of the Seabrook Nuclear Plant sale
Technical advisor for international DC interconnection facilities

Core participant in the resolution of a major utility bankruptcy

A Maijor Clients

Alabama Power Company

Arizona Public Service Commission
Confidential Investment Bankers
D.C. Public Service Commission
Georgia Power Company

Illinois Commerce Commission

A\ Industry Specialization

Analysis of Utility Reliability, Safety,
and Operating Practices

Economic Evaluations

Expert Testimony

Generation Planning

A\ Education

MBA, Northeastern University

Kentucky Public Service Commission
Maine Public Utilities Commission
Maryland Public Service Commission
New York Public Service Commission
NH Public Utilities Commission

Nova Scotia Utility and Review Board

Generation Plant Siting

Mergers and Acquisitions
Non-Utility System Interconnections
Power System Operations

Risk Management

MSEE Power Systems, Northeastern University
BSEE Power Systems, Northeastern University
Professional Engineer — New Hampshire #5618

Office of the MA Attorney General
Ohio Public Utilities Commission
Reliant Energy Corporation
Vermont Public Service Board

System Reliability Analyses
Transmission and Gas Line Siting
Transmission Planning

Utility Acquisitions

Vegetation Management
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Relevant Experience

A Audit and Operations Review

Lead Consultant for Liberty Consulting Group’s review of the transmission system of Nova Scotia Power for The Nova
Scotia Utility and Review Board. Liberty’s review examined (1) system maintenance, inspection, structural design,
materials, staffing, and related matters, (2) system planning, operations, system design, lessons learned, and other
matters, and (3) utility communications, call center operations, staffing, outage management system, lessons learned,
and related matters after the collapse of multiple transmission lines in November 2004.

Lead Investigator in the review of the response of Massachusetts Electric Company to the major snowstorm that
occurred in October 2011 for the Office of the Massachusetts General.

Currently assisting the Staff of the New Hampshire Public Utilities Commission in its review of the response of four
major electric companies to major storms occurring in 2011.

Lead investigator into the reliability of the Potomac Electric Power Company distribution system and the quality of
service it provides to its customers for the Maryland Public Service Commission.

Lead Investigator in the management audit of Consolidated Edison Company of New York reviewing adequacy of multi-
area transmission planning and resource adequacy within the multi-area system for the New York Public Service

Commission, including review of the electric and gas system designs.

Lead Investigator monitoring Commonwealth Edison’s implementation of T&D system reliability improvement
recommendations resulting from major system outages for the lllinois Commerce Commission.

Lead Investigator in the prolonged outage of Ameren T&D facilities following severe wind and ice events in 2006 for the
Illinois Commerce Commission.

Lead Investigator monitoring Ameren’s implementation of T&D system reliability improvement recommendations
resulting from major system outages for the Illinois Commerce Commission.

Lead Investigator in the investigation of transmission grid security in lllinois after the August 2003 blackout for the
governor’s blue ribbon committee.

Lead Investigator reviewing the operation and outage of the fossil power plants of Arizona Public Service Company for
the Arizona Public Service Commission.

Lead Investigator reviewing the operation and outage of the fossil power plants of Duke Energy — Ohio for the Ohio
Public Utilities commission.

Lead Investigator in the in-depth root cause analysis of a fire at a major Commonwealth Edison substation for the Illinois
Commerce Commission.

Lead Investigator of the reliability of the T&D systems of four electric utilities in Maine.

Lead Investigator in the review of distribution and transmission practices at Alabama Power and Georgia Power
Company.

Served as the principal technical member of the Seabrook nuclear unit sale team acting for the New Hampshire Public
Utilities Commission.
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Relevant Experience (continued)

Lead Investigator in prudence reviews of major fossil and nuclear plant outages for the New Hampshire Public Utilities
Commission.

Investigated the causes of overlapping unit outages at a major Reliant generation facility.
A\ Dispute Resolution

Prime architect of the settlement between the State of New Hampshire and Public Service Company of New Hampshire
(PSNH) that ended years of litigation and allowed statewide competition in the electric industry to proceed.

Re-drafted the State of New Hampshire Bulk Power Siting Statute and facilitated resolution of widespread legislative
tensions.

A\ Renewable Energy Projects

Lead Investigator reviewing the adequacy of system interconnection requirements of a major renewable fuel resource
for the Nova Scotia Utility and Review Board.

A\ Restructuring

Advisor for the New Hampshire Public Utilities Commission in the merger of National Grid and Key Span and the sale of
Verizon assets to Fair Point Communications.

Principal technical and analytical member in the Seabrook Nuclear Unit sale team acting for the New Hampshire Public
Utilities Commission.

Core participant in the merger/acquisition team activities culminating in the corporate reorganization of PSNH.
Recognized and developed a successful employee retention program used during the acquisition.

A\ Strategic Energy Planning

Evaluated the appropriateness of the proposed Storm Fund Adjustment Factor and the Inspection and Maintenance
Program Basis Service Adjustment Mechanism for Power Option, a load aggregator in Massachusetts Electric Company’s
first delivery rate case in 10 years.

Technical advisor to the Maine Public Utilities Commission, Vermont Public Service Board, Kentucky Public Service
Commission, and the District of Columbia Public Service Commission regarding the public necessity and convenience for
a multitude of 345 kV, 230 kV, 161 kV, 138 kV, 115 kV, and 69 kV facilities. Included in these many engagements were
the Maine Power Reliability Project consisting of over 350 miles of 115 kV and 345 kV facilities.

Advisor to the Commission on utility system and operational issues including those of alternative energy generation.

A\ Transmission and Distribution

Responsible for the operation and dispatch of PSNH transmission and generation facilities through the New Hampshire
Electric System Control Center.

Developed real time integrated transmission system loading capabilities for the New Hampshire Electric System Control
Center.
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Relevant Experience (continued)
A\ Utility Planning and Management

Managed a professional staff of engineers and analysts engaged in investigations regarding safety, reliability, emergency
planning, and the implementation of public policy in the electric, gas, telecommunications and water industries.

Decision-maker on the Site Evaluation Committee responsible for siting major electric and gas production and
transmission facilities.

Sat as decision maker at the New Hampshire Office of Emergency Management’s Emergency Operations Center.
Instrumental in achieving quality of service levels among the highest in Verizon’s service territory.
Core Task Force Member for the DC electrical interconnection between Hydro Quebec and the New England Power Pool.

Director of Power Pool Operations and Planning for Public Service Company of New Hampshire (PSNH)
= Represented PSNH at all major relevant national and regional reliability organizations including:
New England Power Pool - System planning Committee; System Operations Committee; Technical planning
and operations task forces conducting regional and inter-regional studies and analyses
Northeast Power Coordinating Council - Joint Coordinating Council
Edison Electric Institute - System Planning Committee

Director of System Planning/Energy Management, PSNH

=  Coordinated the company’s capital planning requirements for generation and transmission. Integrated its load
forecasting and energy management activities

= Lead Participant in the development and implementation of response strategies addressing the negative
financial impacts associated with the proliferation of non-utility generation

=  Ensured that the interconnections of non-utility generation met utility reliability requirements

= Re-designed the corporate budgeting system to allocate available resources by economic and need
prioritization

=  Driving force in re-directing corporate economic evaluations towards competitive business techniques

Manager of Computer Department and System Planning, PSNH
= Responsible for the Engineering Division’s computer applications support and transmission system planning
functions
= Principal in the development, design and implementation of the first-in-the-nation application of 345/34.5 kV
distribution
= Resolved daytime corporate-wide computer throughput logjam
= |Integrated the Engineering Department’s computer applications into the corporate computer organization
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DOCKET DE 12-116 EXHIBIT - MDC-2

2011 Capacity/Energy Transactions

Background

Public Service Company of New Hampshire (PSNH) retains load serving responsibility for
customers who have not selected a competitive supplier. PSNH’s monthly peak load for 2011
ranged from 773 MW in April, to 1,240 MW during July. On-peak monthly energy ranged from
207 GWh in October to 276 GWh in August, and off-peak monthly energy ranged from 188
GWh in June to 271 GWh in July as highlighted below.

During 2011, PSNH met part of its total system need by purchases from other suppliers including
contracts. In 2011, these external supplies ranged from 21% of monthly on-peak energy
requirements in February to 78% during September. Off-peak supplies from the market in 2011
ranged from 20% of system need in January and February to 77% in September. For the year,
the market supplied a total of 49% of PSNH’s on-peak energy requirements and 47% of its off-
peak requirements as highlighted below.

Source of 2011 System Monthly Needs""

Period System Peak System Monthly Needs Market Supply
(MW) (GWh) (Percentage)
On-Peak Off-Peak On-Peak Off-Peak
January 1,013 261 257 30 20
February 953 239 216 21 20
March 898 252 207 25 31
April 773 209 191 48 45
May 866 210 202 65 68
June 993 251 188 46 33
July 1,240 269 271 37 40
August 993 276 216 58 54
September 936 223 205 78 77
October 800 207 196 68 70
November 830 224 202 56 51
December 932 245 243 60 57
Total for 2011 - 2,866 GWh 2,595 GWh 49% 47%

1 - Totals may not equal 100% due to rounding.
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Accion Group, Inc. (“Accion” or “Accion Group”) notes that the market supplied 27% of
PSNH’s on-peak energy and 18% of off-peak energy for 2010 and those values increased to
approximately 49% and 47%, respectively, for 2011. The low gas prices resulted in very low
market energy prices offered by the Independent System Operator — New England (ISO-NE)
resulting in many times in which PSNH base-load coal units were placed in economic reserve
and increasing the percentage of PSNH energy supplied from the market.

PSNH’s Sources of 2011 Energy and Capacity

In 2011 and at summer ratings,' PSNH owned approximately 546 MW of coal-fired generation
with four units at two stations, 419 MW of oil-fired generation from two units, 61 MW of hydro-
electric generation from nine stations, 43 MW of wood-fired generation from a single unit, and
83 MW of combustion turbine generation from five units at four locations. PSNH also purchased
20 MW of nuclear capability from a single unit, 33 MW from various Public Utilities Regulatory
Policy Act (PURPA)-mandated purchases, and 10 MW (no capacity) from an Independent Power
Provider (IPP) buyout replacement contract.” The PSNH portfolio totals approximately 1,216
MW of summer capability, and 1,268 MW of winter capability. > *

PSNH must meet its 2011 share of the ISO-NE monthly capacity requirements, which ranged
from 1,425 MW in February to 1,478 MW in March. The difference between PSNH resources
and the ISO-NE monthly capacity requirement, including reserve requirements, must be met
through supplemental capacity purchases. The market supplemental capacity requirement
purchases varied from 100 MW during May to 249 MW in June.” PSNH also received variable
monthly capacity credits from the Hydro Quebec interconnection.

Load obligation requirements were relatively easy to forecast in 2011 due to the persistent low
market energy prices. At the beginning of January, approximately 694 MW of PSNH’s large
customers (33% of PSNH’s monthly load) obtained their power supply from the market or self-
supplied their energy requirements. By the end of December, the load obligation loss was 771
MW (35 % percent of monthly load). The energy related to customer migration was 232 GWh in
January and 242 GWh in December. For the 2011 calendar year, capacity obligation associated
with load migration totaled 8,866 MW-months (34% of annual amount) and energy associated
with customer migration totaled 2,849 GWh (34% of annual amount). Customer migration
hovered between 700 MW and 775 MW on a monthly basis due to the relatively stable and low

" In New England, generating units have winter and summer capability ratings. The summer ratings are generally
lower to reflect higher ambient and cooling water temperatures.

* These figures do not include Lempster Wind or unit contingent contracts.

? These figures do not include any capability from the Bethlehem, Tamworth, or the Lempster Wind power purchase
agreements.

* The units that are owned by PSNH, along with capacity under firm contract are, collectively, referred to as “PSNH
Generation” or “own units” in this Exhibit.

> In July 2010, the ISO-NE revised its capacity requirements so that only the capacity needed for reliability would be
supported.

43



energy prices in the market. Accion Group notes that in its 2011 Energy Service (ES) filings
(including the update), PSNH was using the then-current level of migration occurring at the time
of each filing. Those assumptions were reasonable, taking into account the stable and low market
prices that existed compared to the PSNH ES rates proposed.

In its ES initial and mid-year forecasts, PSNH modeled that 17,229 MW-months of ES capacity
obligation and 5,495 GWh of ES energy would be supplied by ES. In actuality, 17,384 MW-
months of ES capacity obligation and 5,435 GWh of ES energy were required. Accion believes
that this is a good correlation of forecast versus actual values.

To conduct business in the ISO-NE energy and capacity markets, PSNH uses the resources of its
parent company, Northeast Utilities (NU). The table below depicts the number of Full Time
Employees (FTEs) charged to PSNH to participate in the New England market.

Time Sheet Allocation of Wholesale Marketing Department FTEs

2008 2009 2010 2011

Bidding & 2.00 1.75 2.00 1.99 2.00 2.00 2.00 1.97
Scheduling

Resource 4.00 2.00 4.00 1.45 4.00 2.46 4.00 2.34

Planning/Analysis

Energy & 2.00 0.50 2.00 0.74 2.00 0.71 2.00 0.70

Capacity
Purchasing

Standard Offer & | 3.00 0.00 2.00 0.00 3.00 0.00 3.00 0.00
Default Service
Procurement

Contract 3.00 0.00 3.00 0.00 3.00 0.00 3.00 0.00
Administration

Administrative 1.00 0.25 1.00 0.33 1.00 0.28 1.00 0.00
Support

Renewable Power - -— -— -— - - 1.00 0.28
Contracts

Management 1.00 0.25 1.00 0.11 1.00 0.13 1.00 0.09

Total 16.00 | 4.75% | 15.00 | 4.62 | 16.00 | 5599 | 17.00 | 5.38@

1 — In 2005 through 2008, PSNH was allocated 4.75 FTEs.

2 —In 2009, FTE allocation by function was by time sheet allocation.

3 — Duplicative manpower was required due to the transition of a new manager.

4 — Additional resources were required to support the Least Cost Integrated Planning (LCIRP) and Newington
Continued Unit Operation (CUO) investigations that continued into 2011.
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PSNH’s Management of Energy Procurement

PSNH’s energy procurement is managed and coordinated by Northeast Utilities Service
Company (NUSCO). During 2011, NUSCO employed the equivalent of 17 FTEs in the
Wholesale Marketing Department. Through 2008, an estimated 4.75 FTEs were allocated to
PSNH. In 2009, FTEs were allocated to PSNH based on time sheet reporting and 4.62 FTEs
were charged to PSNH. In 2010, 5.59 FTEs were charged to PSNH representing an increase of
approximately one FTE due to the transitioning of a new department manager.” PSNH stated that
it expected that the FTE allocation to PSNH to be more representative of historic values (i.e.,
pre-2010) in the future because the duplicative manpower required during the transition of the
new manager in 2010 will not be required. The remaining FTEs were allocated to two other NU
subsidiaries who do not have load-serving responsibilities.

In 2011, 5.38 FTEs were charged to PSNH. PSNH attributes the higher than expected charges
due to the fact that additional resources were required to support the LCIRP and Newington
CUO investigations that continued into 2011. The number of FTEs allocated to New Hampshire
does not seem unreasonable given the circumstances given.

From an organizational viewpoint, the New Hampshire position reports to a Connecticut
manager. The new manager is spending considerable time in the field at PSNH and, according to
PSNH, the field time spent was comparable to historic levels.

PSNH’s Reliance on Supplemental Supplies

To meet its load responsibility, PSNH requires supplemental on-peak and off-peak (defined by
ISO-NE as weekends, holidays, and weekday hours 1-7 and hour 24) energy purchases that
change hourly. In 2011, and during on-peak and off-peak periods, purchases varied by period
and expected unit operation. PSNH made purchases that were 50 MW block bilateral purchases
(described in the following paragraph) that best fit PSNH’s supplemental needs. Accion Group
considers these requirements to be “fixed,” as their requirement is based on the assumed absence
of specific contingencies occurring, but does include planned unit maintenance. PSNH stated
that the unit capacity value used by PSNH includes a reduction in unit capacity factor reflecting
estimated unpredictable forced outages and estimated reserve shutdowns between the planned
maintenance periods. The supplemental energy and capacity requirements increase if any part of
PSNH’s generation portfolio is unavailable when needed to serve load, or if loads are higher than
planned due to variations in the weather or customer migration. Likewise, these requirements are
reduced when loads are less than planned due to variation in the weather or customer migration.
Accion Group considers this portion of the energy supply to be “variable”.

In general, PSNH supplemented its generation with monthly, weekly, and daily bilateral
purchases to meet the “fixed” portion of its supplemental on-peak requirements and used the

% A new manager was brought into this area in late 2009 due to the then current manager accepting another position
within the NU organization.
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ISO-NE spot market combined with daily bi-lateral purchases to meet the “variable” portion of
its supplemental requirements. The table below shows how PSNH’s on-peak and off-peak
energy requirements were supplied both historically and in 2011 by its own resources and the
bilateral and ISO-NE spot markets. Notably, in 2011 PSNH relied more on market energy due to
low ISO-NE energy prices. Load migration was relatively constant throughout the year. Actual
weather and major unit outages can also alter the year-to-year percentages.

Percent Historic and 2011 Supply of PSNH Energy Requirements from PSNH and Market

Sources”
PSNH Owned Generation (Percent) Bilateral and Spot Energy (Percent)
On-Peak Off-Peak On-Peak Off-Peak
2008 56 71 44 29
2009 63 73 37 27
2010 74 82 27 18
2011 63 69 37 31

1 - Totals may not equal 100% due to rounding.
The following table shows how PSNH’s units supplied PSNH’s energy requirements for 2011.

Percent of PSNH 2011 On-Peak and Off-Peak Energy Requirements

Supplied by PSNH"
Source On-Peak (Percent) | Off-Peak (Percent)
Merrimack 34 32
Schiller 10 9
Hydro 6 7
Vermont Yankee 3 3
IPPs 8 10
Buyout Contracts 1 2
Newington & Wyman (Oil) 2 1
Combustion Turbines 0 0
Bilateral Purchases 23 7
ISO-NE Spot Purchases 13 24
Total 100 99

1 - Totals may not equal 100% due to rounding.
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The following table depicts PSNH’s historical and 2011 market purchases and their source by
percent.

Historical PSNH Supplemental Purchases and Source”

Sup. Purchases LT Bilateral ST Bilateral ISO-NE Spot (%)
(GWh) (%) (%)

On-Peak

2008 2,046 81 7 12
2009 1,703 90 3 7
2010 1,011 81 5 14
2011 1,114 43 23 34
Off-Peak

2008 1,210 64 5 31
2009 1,139 85 2 13
2010 564 41 7 52
2011 820 8 15 77

1 - Amounts may not total to 100% due to rounding.

Historic and 2011 PSNH Supply Approach
Historic Energy Supply

PSNH has historically altered its approach to supply procurement each year to deal with
changing market conditions. In 2010, PSNH altered its procurement strategy from the longer
term view used in prior years. PSNH used a much shorter term market focus when making its
purchases rather than locking in supplemental supply far in advance. During 2010, PSNH’s
energy purchases were not from any long-term purchases in advance of delivery except for three
50 MW annual 2010 energy purchases made in 2008 and the Bethlehem and Tamworth unit
contingent contracts. Those contracts expired at the end of 2010. Two 50 MW annual 2011
energy purchases also made in 2008 expired at the end of 2011.

2011 Energy Supply
In 2011, PSNH remained heavily focused on short-term transactions due to decreasing market
prices throughout the year. In fact, with exception to the two remaining long-term legacy
contracts made in 2008 and described above, PSNH made no transactions longer than a month
and those transactions were made within a week ahead of projected need.

PSNH conducts biweekly phone calls that include discussion with the generating stations, fuels,
operations, and bidding/scheduling personnel. Plant personnel keep capacity/energy planning
informed of impending developments at the plants. PSNH used to view Newington as the major
unit on its system that interacts with the market. Other former base-load coal units at Merrimack
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and Schiller have now assumed that role due to the low market energy prices experienced during
2011. All other owned units are either hydro, wood, or long-term resources that are almost
always economic or must take contracts’ or peaking units that are rarely expected to run.
PSNH’s net monthly on-peak energy requirements were 32 to 100 GWh of bilateral purchases
and four to 84 GWh of spot market purchases. PSNH’s monthly off-peak net energy
requirements were 13 to 71 GWh of bilateral purchases and 12 to 97 GWh of spot market
purchases. PSNH determines its incremental energy needs from the market based on the actual
weather that occurred, rather than the forecasted average weather in the energy forecast and
actual unit operation.

PSNH made purchases based on monthly analyses that involved modeling hourly forecasts by
month including a hydro schedule, hourly load forecast, IPP forecast, and its own resources.
PSNH modeled its own resources as follows: Combustion turbines and Wyman-4 were excluded
because they have extremely low capacity factors and the market price tends to mimic their cost
when they do run. Coal units have planned outages specifically modeled and are derated to their
annual forced outage rate for the periods in which they run. PSNH’s modeling reduces the unit
forced outage rate if the unit is projected to be in reserve shut down, but continues to apply
historical forced outage rates to remaining generation. PSNH also discretely models the short
planned reliability outages for each unit. Newington costs were modeled as the projected market
cost of gas or oil corrected for SOx and NOx calculations and at a full load dispatch rate. If the
cost of Newington was lower than the blocks of power to be purchased, Newington was run as
loaded for that block. The remainder of energy requirements was assumed to be supplied by the
spot market.

PSNH purchased 733 GWh of on-peak bilateral energy for $50.7 million and 185 GWh of oft-
peak bilateral energy in 2011 for $8.0 million. In 2011, PSNH also spot-purchased 382 GWh of
on-peak energy for $19.4 million and 635 GWh of off-peak energy for $25.8 million. Total
energy purchases totaled $103.9 million.

PSNH made spot sales into the ISO-NE spot market both from its own units and resale of
unneeded purchased energy. PSNH sold 102 GWh of on-peak energy for $6.7 million and 121
GWh of off-peak energy for $5.8 million. The amount of purchased energy PSNH resold into the
market in 2011 was significantly reduced when compared with prior years.

Some purchases are made in advance of expected energy needs. If actual loads are lower than
expected, surplus energy may result in the system requiring its sale into the market. The market
sold into very often is the spot market or other short term markets. Frequently, when there is
surplus energy available, the short-term market prices are low because similar factors such as

7 Although forecasted to be almost fully economic in 2011 at the time energy rates were set and updated, all PSNH
base-load units except Schiller-5 were placed on economic reserve shutdown for many hours in 2011.
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cool weather etc. affect all market participants at the same time. Sales into the market often result
in unavoidable losses on the transaction.

Total PSNH sales activity of 223 GWh resulted in revenue of $12.5 million. Total PSNH energy
purchases cost $103.9 million, resulting in a net cost of energy purchases of $91.4 million.

PSNH determined its 2011 projected unit capacity factors by explicitly modeling planned annual
maintenance and through consultation with plant personnel. Short-term planned reliability
outages were also discretely modeled and are not included in the overall annualized forced
outage factor between outages. The capacity factor tables at the end of this exhibit shows that
PSNH base-load units performed near or better than forecasted, except where reserve shutdowns
became a factor due to the reduced price of energy in the ISO-NE market. PSNH modeled
Merrimack and Schiller units as base load. PSNH personnel reported that their projections
produced no reserve shutdowns for these units at the time the 2011 energy service rate was
initially set, except for the months of May and October. PSNH personnel also stated that for
2011, load forecasts and supplemental purchase needs were evaluated four times in 2010 prior to
the start of the year, and several times during 2011, including the times at which the December
2010 ES rate and June 2011 ES rate update was prepared®.

Historic Capacity Supply

When the Forward Capacity Market (FCM) transition period rules took effect in December 2006,
each load serving entity was responsible for meeting its percentage of the total ISO-NE qualified
capacity resources. ISO-NE qualified capacity resources were reduced by their individual forced
outage rates. The seasonal capabilities of PSNH’s units were also discounted for theirs forced
outage rates to determine PSNH’S percentage of the ISO-NE supply obligation. The FCM took
effect in December 2006 and was in full effect from 2007 through May 2010 using set transition
prices. Through May 2010, ISO-NE was in a surplus capacity situation. The FCM transition
price of $4.10/kW-month was also clearing price at that time. In June 2010, the FCM floor price
was $4.50/kW-month which also became the clearing price. The post-June 2010 $4.50/kW-
month clearing price was adjusted downward so that only necessary capacity is supported.

2011 PSNH Capacity Supply
Under the FCM rules, PSNH was billed at the capacity rate of $4.50 per kW-month through May
2011, and $3.60 per KW-month from June through December 2011, for its 4.16 to 4.37 monthly
percentage share of the 32,702 MW to 34,418 MW of qualified unforced monthly capacity in
ISO-NE. This figure equates to 1,425 MW to 1,478 MW per month, less the value of its own
resources. The FCM price for 2011 was reduced so that only ISO-NE required capacity was
supported on a pro-rata basis. The ISO-NE capacity rates as adjusted became the clearing price
and produced a bill for $62.1 million for capacity and PSNH unit capacity produced a $52.1
million credit, leaving PSNH with a net $10.0 million capacity cost for 2011 which was a

¥ During a 2010 technical conference, PSNH indicated that it is now updating its load forecast on a quarterly basis.
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reduction of $2.2 million from 2010 capacity costs and a $19.9 million reduction from 2009
capacity costs.

PSNH Generation Units’ Interrelationship with the 2011 Energy Market

Where much of PSNH’s generating units have historically been considered either base-load
generation (and generally lower priced) or peaking generation (and more expensively priced than
the market, respectively), it was not expected that their operation would be significantly
influenced by market prices. This relationship changed in 2011. Prices in the ISO-NE market fell
to levels not previously experienced. PSNH base-load units at Merrimack and Schiller Stations
except for Schiller-5 were at many times placed into economic reserve status.

The price of energy purchased from the ISO-NE market decreased in 2011 as additional gas
supplies entered the northeast energy market. The lower energy prices in 2011 resulted in
PSNH’s previously base-load coal units (Merrimack-1, Merrimack-2, Schiller-4, and Schiller-6)
being placed on economic reserve for many more hours than in previous years and many more
hours than PSNH had forecasted. PSNH had to change operations and maintenance practices at
its coal units much like it previously did for Newington to maximize operations and minimize
costs in a changing marketplace.

In 2011, energy service loads generally were as forecasted by PSNH and PSNH continued to rely
on the market for a significant portion of its energy requirements (including during times of
system planned maintenance outages) even though approximately 35 percent of the monthly
energy requirements of large customers were met from the market or self-supply, resulting in
reduced supplemental purchase requirements. Market prices were low throughout the year.
With low market energy prices in 2011, PSNH continued to be very susceptible to both low
market price in relation to the cost of its formerly base-load units, and to fluctuations in the
supplemental purchase volume, which was due to changing economic conditions and to a lesser
degree from customers migrating to and from competitive supply options. As market prices
edged lower, however, customer migration appeared steady indicating that those customers who
could migrate had already done so and that few, if any, customers returned to PSNH for energy
service.

Financial Transmission Rights

PSNH uses Financial Transmission Rights (FTRs) in all hours where it expects its units to run to
protect against congestion pricing in the market. In essence, FTRs trade a potentially high and
variable congestion price for a known price. FTRs are limited by actual system capability,
function much like a hedge, and bring certainty to the price of generation with regard to
congestion. FTRs are purchased as needed between the major PSNH generation sources
(Vermont Yankee, Merrimack, Newington, Schiller, and the Mass. Hub and collectively known
as the source locations) for the months they are expected to run or in which purchases are made
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from the market and the New Hampshire load zone (referred to as the sink location). In 2011,
PSNH significantly reduced FTR purchases such that a total of 1,605 GWh of on-peak and off-
peak FTRs were purchased. PSNH factored in known outages and expected load into its decision
process. Few FTR purchases were made for Newington in 2011 and those that were purchased
were for off-peak conditions in a few months. The table below shows PSNH’s historical and
2011 FTR purchases, their value regarding avoided congestion costs, and their cost to PSNH
customers.

PSNH Historical and 2011 FTR Costs and Savings

Year Auction Cost Avoided Congestion Net Cost
(Thousands) Costs (Thousands) (Benefit)
(Thousands)
2008 827 237 590
2009 10 122 (112)
2010 31 400 (369)
2011 16 (7) 23

With the 2011 reduction in market energy prices, PSNH appropriately reduced dependence on
FTRs as lower market prices reduce the dependency of movement of energy on the ownership of
FTRs.

Historical and Actual Unit Performance

The historical performance of PSNH units is considered when determining when to procure
supply from supplemental sources. Heat rates are also a useful tool in tracking how efficiently a
unit converts fuel to electrical energy. The table below depicts the historical average heat rates
and average heat rates for 2011 for PSNH’s major units and the units’ current full load heat rates.

PSNH Major Unit Historical, 2011, and Full Load Unit Heat Rates

Unit Average Annual Heat Rate (BTU/kWh) Full Load
Heat Rate
(BTU/kWh)

2008 2009 2010 2011 2011
Merrimack-1 9,933 10,211 10,221 10,435 9,900
Merrimack-2 9,723 9,919 9,663 9,826 9,520
Newington 11,690 12,382 13,517 13,429 10,900
Schiller-4 12,244 13,019 13,073 14,545 12,900
Schiller-5 16,689 17,122 17,131 15,401 15,800
Schiller-6 12,072 12,644 12,588 14,195 12,300
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The above table shows stability in the efficiency of Newington, declines in efficiency of the coal
units at Merrimack and Schiller due to being placed on economic reserve shutdown more often,
and an increase in efficiency at Schiller-5 due to maturity and experience in operation of the unit.
The ISO-NE more frequently starts, stops, or runs the PSNH four coal units at reduced load. This
mode of operation negatively impacts unit efficiency. The actual heat rates are consistent with a
reduced mode of operation as dictated by the market.

Historic and 2011 Unit Capacity Factors
The table below shows the historical capacity factors and the projected capacity factors used for
the 2010/2011 period.’

Historic Actual, 2011, and Projected Annual Capacity Factors for PSNH Major
Units in Percent
(Annual Generation/Winter Rating/8760)

Unit Actual Capacity Factor” Projected Capacity
Factor (CF)

2008 2009 2010 2011 2011
Merrimack-1 79.8 84.1 " 67.2 57.9 65.2
Merrimack-2 72.8 56.1 67.5 479 70.8
Schiller-4 78.5 59.5 534 28.8 52.7
Schiller-5 79.8 79.6 79.0 78.3 75.7
Schiller-6 80.7 56.9 51.0 25.3 53.6
Newington 33 5.2 6.4 3.6 2.4

1 - No unit overhaul in this year.
2 — Actuals reflect reserve shut down periods.

One can demonstrate how coal unit capacity factor reductions are solely due to the placement of
the unit on economic reserve and not poor maintenance practices. Add the actual 2011 coal unit
capacity factor (above table) and the actual 2011 reduction of coal unit capacity factor (table
below) together and subtract the PSNH projected coal unit capacity factor results in a value that
is close to the historic base-load capacity factor of the unit (actual 2008 capacity factor in table
above). Any other difference at Merrimack Station can be attributed to the lengthy outages
related to the Clean Air Project tie-in.

In the following table Accion presents the impact of economic reserve shutdowns on normal
capacity factors for the major units.

? Calendar 2011 is in this period.0
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Reduction of Unit Capacity Factor Due to Economic Reserve Shutdowns (Percent)

Unit Actual Reduction in Projected Reduction
Capacity Factor in Capacity Factor
2010 2011 2011
Merrimack-1 9.4 10.9 4.3
Merrimack-2 9.6 26.6 0.0
Schiller-4 10.8 46.2 12.5
Schiller-5 0.1 0.0 0.0
Schiller-6 20.2 534 17.0
Newington 78.4 85.3 92.6

Historical and 2011 Availabilities

Another important measure of the operation of a unit is the availability'® of that unit to serve
load. For base-load units, the availability is a good proxy to answer the question “Was the unit
generating energy economies for customers?” because expected run time is any time the unit is
available to run. For non-base-load units, the availability figure degrades in usefulness as the
capacity factor of the unit decreases. For example, a combustion turbine may have an availability
of 100 percent, but may never operate for appreciable times during the year. Accion Group
believes that a more useful measurement of unit and management performance in a market
environment is to look at the highest market priced days during the year.'" The table below
depicts unit and fleet historical availabilities during the 30 highest cost market days during the
year as traditionally defined.

PSNH Major Unit Historical Availability on the 30 Highest Priced Energy Days

Unit 30-Day Availability (Percent) ‘

2008 2009 2010 2011
MK-1 97.6 98.4 99.2 99.3
MK-2 99.8 100.0 90.7 89.8
NEW-1 99.2 99.0 95.2 96.2
SCH-4 99.9 92.6 97.4 99.1
SCH-5 99.4 83.8 80.5 96.2
SCH-6 97.3 100.0 98.6 99.9
FLEET 98.0 97.4 93.8 94.6

' Normally, availability figures do not show if a unit was at reduced capability while it was available. The industry

uses the availability'1 metric for that purpose which is the percentage of time the unit would be available at full load.
"' PSNH included an availability metric which it stated as the “service factor” and defined as the percentage of time
the unit was running to serve load at any output level.
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Load Migration

With regard to migration, Accion Group concluded that it is not difficult to do realistic forward
looking market purchases when approximately 35% of the load to be served can come and go at
will with the low market prices that existed in 2011. Remaining PSNH energy service customers
see higher costs when other PSNH customers migrate away from the system as the departing
customers seek lower power costs. Any excess energy resulting from the outward migration is
generally of little value when resold because the market price is low enough to have caused the
migration. Likewise, customers remaining on the system also see higher costs when migration
into the system occurs. This customer migration occurs when migrating customers seek lower
power costs. Any shortage of energy resulting from the inward migration is generally worth
more when purchased because the market price is higher, and thus caused the migration. In
addition, PSNH’s lower cost generation at that time is diluted over a larger MWH load. Because
customers have such a flexible menu of choices regarding energy supply, customer migration can
vary widely in both directions within the calendar year, making the forecast of supplemental
energy needs difficult for PSNH depending on ISO-NE market prices. In 2011, energy prices
were relatively stable and low throughout the year, resulting in stable customer migration in the
amount of approximately 35% of total customer load. In 2011, customer choice of supplier was
not a significant influence on PSNH’s market purchases.

Evaluation

Accion Group reviewed the capacity/energy planning testimony filed by PSNH, conducted an
on-site interview with knowledgeable personnel responsible for the capacity/energy planning
function at PSNH, submitted follow-up data requests, and reviewed detailed backup information
of the summary results supplied by PSNH.

Accion Group concluded that the PSNH filing is an accurate representation of the process that
took place in 2011. Accion Group believes that PSNH made sound management decisions with
regard to capacity and energy purchases and sales in its market environment, and that PSNH's
actions were consistent with its least cost plan as modified on March 28, 2008. Accion Group
also concluded that the capacity factor projections used by PSNH in its purchase projections
were reasonable at the time they were made.
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DOCKET DE 12-116 EXHIBIT - MDC-3

Merrimack Outages For 2011

This exhibit covers the review of the specific outages that occurred at both Merrimack-1 and
Merrimack 2 including the tie-in outage(s) for the Clean Air Project (CAP). The process of
selecting the CAP tie-in outage approach, the reasoning behind why items were done at the time
they were done, and the related prudency review, has been separated and is contained in a special
exhibit entitled “Exhibit —- MDC-3A”.

The major projects at Merrimack Station this year were the maintenance overhauls of both units
and the tie-in of the CAP. Merrimack Station is also approaching five years without a lost time
accident.

Merrimack-1

The following outages occurred at Merrimack-1 during 2011. This unit is on a two-year overhaul
schedule and had a scheduled overhaul performed in 2010. The major projects for this unit in
2011 were the water wash/vacuuming of the boiler, repairs to the cyclone burners, refractory
cure and chemical cleaning of the boiler, and the CAP tie-in.

A - (Outage Report OR-2011-01)

1/4/11 — 2.8 days

The unit was taken off line due to excessive water use due to a furnace wall tube leak.
PSNH also found that damage occurred to an adjacent tube. Repairs were made to both
tubes and the unit returned to service.

B

1/24/11 — 0.1 days

The unit tripped from a no load steam flow trip activation. The unit is designed such that
turbine steam is measured from the difference in pressure across a pressure sensing line at
the first stage of the turbine to a pressure sensing line at the cold reheat section of the
turbine to indicate that steam is flowing through the turbine. In this event, the cold reheat
pressure sensing line froze which gave a zero pressure drop indication that tripped the
unit. The Merrimack-1 turbine is located outdoors in an unheated but covered turbine
deck with Unit 2. The Unit 1 and Unit 2 turbines provide the main source of heat to the
area and both units were in operation at the time of the event. The temperature at the time
of the trip was minus 9°F with a wind chill of minus 28°F. PSNH installed a temperature
alarm in this area so that temperature can be monitored during cold snaps.
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C

4/12/11 — 32.7days

This maintenance overhaul outage was scheduled for 38.1 days. PSNH obtained an ISO-
NE outage window of 40.8 days for the outage. The unit returned to service
approximately 5.4 days earlier than the scheduled completion date. The outage critical
path throughout the outage was the cyclone and refractory work followed by chemical
cleaning of the boiler. Cyclone and refractory work was performed with two 12-hour
shifts seven days a week. The remainder of plant work was performed with single eight-
hour shifts five days a week.

Early completion of water washing of the cyclones and boiler reduced schedule by
approximately one day by Outage Day 8. PSNH also found that less stud replacements
were required than expected allowing the gain of 1 day by Outage Day 9. The unit
remained on the same schedule until Outage Day 25 when application of the cyclone
refractory commenced nine hours earlier than expected. An additional 26 hours were
gained during the chemical cleaning process by Outage Day 32 as some of the tasks
could be performed in parallel. No difficulties or start-up holds were required during
start-up gaining 45 hours during that process.

Since the 1990s, Merrimack has been on an approximate 10-year chemical cleaning
cycle. In the 2011 chemical cleaning of the unit, approximately one ton of metals were
removed from the boiler. This volume is consistent with previous cleanings.

D

5/17/11 — 0.1 days

A delayed start-up occurred when the governor valve actuator lock on the low side oil
pressure valve vibrated loose allowing the valve to go out of calibration, which reduced
the flow of oil. PSNH increased the speed of the turbine to increase the oil flow and was
able to start the unit. After the unit was on-line, PSNH recalibrated the valve but was not
able to determine the cause for the locking mechanism to loosen. A PSNH records search
determined that the valve was not serviced during the 2011 maintenance overhaul or
during recent overhauls.

E

5/29/11 — 0.7 days

A fitting came loose on the no load steam flow sensing line at the high pressure side of
the turbine and began to leak. PSNH took the unit off-line to make repairs. Repairs were
made and the unit returned to service.
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PSNH determined that no work was done on this sensing line during Outage B above
(same system) or during the maintenance overhaul. PSNH was unable to determine why
the fitting loosened.

F

6/10/11 — 0.8 days

The unit was taken out of service due to a high vibration in the upper guide bearing of the
1A condensate pump. Repairs were made and the unit returned to service.

G

6/14/11 — 0.3 days

During Outage F above, PSNH noticed a drip coming from the floor of the boiler and had
been trying to locate the source of the leak since that time. A small weeper leak was
found and this outage was taken to determine the extent of the repairs required and to
make ready for those repairs. Also see Outage H directly below.

H

6/16/11 — 0.8 days

PSNH took the unit off-line to repair the leak in the floor section of the boiler. Repairs
were made and the unit returned to service.

I

7/13/11 — 1.7 days

During a previous start-up, PSNH identified that the right side turbine throttle valve did
not open all the way. Investigation found that the guide pin that guides the linkage for the
throttle valve was slightly bent. At this time, the unit was in economic reserve so PSNH
took the outage to repair the valve linkage guide pin.

J

9/6/11 — 19.0 days

This outage was taken to tie Unit 1 into the CAP and was scheduled for 21.1 days. PSNH
obtained an ISO-NE outage window of 21.6 days for the outage. The unit returned to
service approximately 2.1 days earlier than the scheduled completion date. The outage
critical path throughout the outage was the CAP tie-in to the supplemental precipitator
outlet duct. Disassembly, assembly, and commissioning activities were worked with two
12-hour shifts for seven days a week. Critical path work was reformed with one 12-hour
shift for seven days a week and reduced to one ten-hour shift for seven days a week as the
outage progressed.
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Prior to the outage, PSNH and URS (United Research Services), the Program Manager,
who provides oversight of all projects/contracts, integrated the PSNH tie-in schedule with
a conservative URS tie-in schedule. PSNH stated that its schedule was well ahead of the
URS schedule. As noted below, all URS schedule gains were within the PSNH schedule
capabilities.

The outage schedule gained 20 hours on Outage Day 3 when ash removal at the
supplemental precipitator took less time than planned. Less than expected amounts of ash
were found allowing the gain in schedule. The supplemental precipitator duct at the tie-in
location was being removed in six sections. By Outage Day 7, there was a four-hour loss
in schedule as demolition was slower than anticipated. An additional four hours of
schedule was lost by Outage Day 10 due to longer preparation of the new supplemental
precipitator outlet duct for welding to the supplemental precipitator duct. The outage
schedule remained the same until Outage Day 17. By that time, URS had reviewed the
start-up testing required for the CAP and was confident that it could be reduced by 24
hours. By Outage Day 18, further URS refinements in the start-up testing logic of which
jobs could be done in series, or were required to be performed in parallel, allowed a
further schedule gain of 22 hours. During start-up, tuning of the booster fan damper
control logic took longer than expected and introduced an eight-hour delay to unit
operation.

K

9/30/11 — 0.7 days

A 115 kV/4.16 kV transformer was installed at the station to provide station service to the
CAP. Shortly after commercial operation, an operator was taking transformer readings
and placed his ladder against the cabinet door to facilitate the visual reading. When the
ladder was placed against the cabinet door, the sudden pressure relay activated, tripping
the CAP and the unit. A sudden pressure relay is designed to measure a sudden pressure
rise in the transformer indicating faulted conditions.

Investigation found that the sudden pressure relay was mounted to the thin metal cabinet
door and the placement of the ladder must have jolted the relay, causing its operation.
Sudden pressure relays are usually mounted to the transformer itself and are outdoor
installations. PSNH relocated the relay to an area in the back of the cabinet where
vibration would not be an issue.

L

10/4/11 — 0.2 days

The unit was in economic reserve shutdown and PSNH took this outage to inspect the
Flue Gas Desulphurization (FGD) Absorber (mixer) to ensure that it was operating

58



properly. PSNH opened the doors to the absorber and inspected the mixer, but PSNH
found nothing irregular so it returned the unit to service.

M

10/31/11 — 13.5 days

Most units have both forced draft and induced draft fans which push/pull air through the
boiler respectively to regulate airflow and boiler pressure. Both Merrimack units have
only forced draft fans for this function due to their cyclone design. The original Unit 1
forced draft fans had the capability to force air through the original unit and its initial
precipitator, an SCR, and an additional precipitator. In order to incorporate the FGD

system into the exhaust path, booster fans were required and were installed as part of the
CAP.

After the unit returned to service and operated with the scrubber, unstable unit operations
caused by furnace balance pressure upsets occurred. PSNH determined that timing of air
changes was difficult and that recirculation (bypass) ducts around the booster fans were
required to obtain the desired controllable and variable boiler airflow on October 27,
2011. The unit was operated with real time operator adjustments until this time as PSNH
made ready for the required repairs. This outage was taken to install the booster fan
recirculating ducts. The unit returned to service and has operated as expected since that
time.

Merrimack-2

The following outages occurred at Merrimack-2 during 2011. The major projects at this unit in
2011 include the maintenance overhauls of the cyclones, furnace roof support replacements, and
the tie-in of the unit to the CAP.

A - (Outage Report OR-2011-02)

1/25/11 — 3.9 days

The unit was taken off-line due to excessive water use that indicates the presence of tube
leaks. PSNH found a front wall tube leak in the boiler and a second leak in the F cyclone.
When a hydro test was performed on the boiler prior to returning to service, two
additional leaks were found in the G cyclone. Repairs were made and the unit returned to
service.
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B - (Outage Report OR-2011-03)

3/5/11 —2.7 days

The unit was taken off-line due to excessive vibration in the upper guide bushing of the
2A condensate pump. The bearing was replaced and the unit returned to service.

C

3/8/11 — 0.1 days

The unit was in the early stages of a start-up when it tripped on low steam temperature.
Low steam temperature is generally caused by loss of the coal supply, low BTU fuel
because of poor fuel quality or incomplete fuel mixing, or a coal “thin out”. A coal “thin
out” can occur if the coal is wet and a small or partial blockage occurs in the coal feed.
PSNH states that no low coal flow alarm was received and that the operator on duty
during start-up was experienced. PSNH increased the coal flow to the upper range of
acceptable values and started the unit. The exact cause of the outage was not able to be
determined, but PSNH was able to rule out wet coal as a potential issue.

D

4/21/11 — 8.0 days

This outage was required to perform high yard transmission work, install a breaker for
the feed to MT-3 to the combustion turbines, and to install a 115 kV feed to the CAP. The
high yard work required both units to be out of service due to electrical configuration.
The outage was scheduled far in advance with ISO-NE and was one of the major reasons
the Merrimack-1 annual overhaul was moved to its spring location.

While the unit was down, PSNH performed valve maintenance (including replacement of
two valves), coal feeder and forced draft fan maintenance, and replaced or repaired 14
expansion joints. PSNH did as much work as possible so the focus of the fall Unit 2 tie-
in outage could be on tie-in issues and not maintenance issues while maintaining resource
focus on the concurrent Unit 1 maintenance outage.

E - (Outage Report OR-2011-04)

5/13/11 — 2.2 days

While conducting operator rounds, a steam leak was observed coming from the underside
of the turbine. The unit was taken off-line to determine the cause. Investigation found the
leak to be coming from the HP/IP turbine governor loop-pipe drain line. A crack in an
original weld of the drain line was found and the cause was thought to be low cycle
fatigue. The entire drain line was replaced, welds were stress relieved, Non-Destructive
Examination (NDE) was performed according to the power piping code, and the unit was
returned to service.
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F

8/15/11 — 1.9 days

The unit was on economic reserve shutdown and PSNH took this outage to do a boiler
inspection. A leak in the 2A cyclone, two in the 2C cyclone, two in the 2F cyclone, and a
leak in the flue gas recirculation port were found and the unit was taken out of service for
repair. All repairs were made and the unit returned to service.

PSNH had been monitoring pressure because of a small leak. During the outage,
additional sealant had been pumped into the generator bearing bracket to stop the leak.
Once back in service, PSNH determined that hydrogen loss was still excessive and that
further action was required. See Outage G below.

G

8/20/11 — 1.7 days

After returning to service from Outage F, as described above, PSNH determined that the
generator bearing bracket had to be removed to fix the hydrogen leak. PSNH enlisted
Siemens to perform the work. The bracket was removed, resealed, and the unit returned
to service.

H

10/12/11 —32.9 days

The annual outage was scheduled for 29.6 days. The ISO-NE outage window was for
39.7 days. The unit returned to service in 32.9 days, which was 3.3 days behind schedule.
The major work accomplished during this outage included the maintenance overhaul of
the seven cyclones, furnace roof support replacements, the installation of new gas
recirculation fan inlet dampers, and the tie-in of the CAP. Critical path for the outage
initially was the cyclone and refractory work followed by start-up testing of the CAP.
Deviations to the critical path schedule are enumerated below.

The boiler floor wash was able to commence 21 hours earlier than expected, resulting in a
21-hour gain in schedule on Outage Day 7. At Outage Day 14, United Dynamics Corp.
(UDC) had completed its seven-section inspection of the boiler. UDC recommendations
included major repairs to the economizer elbows. Because this work was tied to the leak
testing of the boiler, it was in the critical path of the outage. The economizer work
resulted in a loss of schedule of 30 hours and placed the economizer work on the critical
path.

The A to Z Company (AZCO) performed the work on the booster fan recirculation duct

installation project and introduced a 73-hour loss of schedule on Outage Day 16, the day
that PSNH made the decision that booster fan bypass ducts were necessary to resolve
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airflow problems. The loss of schedule took the economizer elbow work off critical path,
placed the recirculation duct work on critical path, and provided the economizer elbow
work with 52 hours of float.

On Outage Day 24, AZCO made accumulating staffing and logic changes to the booster
fan recirculation duct work resulting in a gain of 31 hours to the schedule, but the duct
work still remained on critical path. On Outage Day 28, the Unit 1 and Unit 2 start-up
schedules were revised requiring that certain tests and start-up procedures were to be
conducted in series. This revision to schedule resulted in a loss of 28 hours to the outage
schedule and placed the cyclone and refractory work back on critical path. The cyclone
and start-up work remained on critical path until the end of the outage.

The original schedule was developed with the thought that the scaffolding placement
would accommodate both installation of pin studs on the tubes and application of
refractory coating. Such was not the case and the delay of scaffolding removal introduced
an 11-hour delay to the commencement of refractory work. An additional 12 hours of
schedule was lost due to the introduction of a 12-hour ramp-up delay for unit 1. The
original schedule assumed a normal start-up, but additional time was required with the
development of an updated start-up plan. Changes to lockout and tagout procedures to
ensure safety during the FGD ductwork and damper work added three hours to the critical
path. Changes to the booster start-up testing logic and shorter tuning times resulted in a
24-hour gain on Outage Day 34.

I — (Outage Report OR-2011-07)

12/7/11 — 5.5 days

The unit was taken off-line to address independent problems with the gas recirculation
fans. These fans are used to recirculate flue gas back to the upper furnace to control
stream temperature. Recirculation fan 2A was experiencing high vibration and the
outboard fan bearing temperature of recirculation fan 2B was running high. A contractor
honed and milled the rotors on both ends of the 2B fans and the bearings of the 2A fan
were re-babbited. In addition, both drive couplings were replaced. With the repair work
complete, the unit returned to service.

Evaluation for Merrimack

Accion Group reviewed the outages above and found them either to be reasonable and not
unexpected for these units and their vintage, or necessary for proper operation of the unit.
Accion Group concluded that PSNH conducted proper management oversight during these

outages.
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Recommendations

Accion believes that due to the installation of the scrubber at Merrimack Station, new situations
exist that can result in common mode failures of both units. Accion recommends that PSNH
review the interaction of the scrubber to each unit at Merrimack or the scrubber itself to identify
these conditions to determine the necessity of spare parts or additional redundancy to maximize
operational efficiency if it does not have plans to do so.

Accion recognizes that each planned outage is unique for one reason or another and that many
decisions regarding assumptions must be made when developing an outage schedule. In the case
of the Unit 2 tie-in outage, assumptions of conducting start-up of both units in parallel,
scaffolding distance and normal start-up procedures required refinement during the outage,
resulting in abrupt schedule planning and changes. Accion recommends that PSNH review its
planned outage schedules prior to the outage to detect assumptions that need to be verified.
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DOCKET DE 12-116 EXHIBIT - MDC-3A

Merrimack CAP Tie-in Outages For 2011

This exhibit covers the review of the specific outages that occurred at both Merrimack 1 and
Merrimack 2 relating to the tie-in for the Clean Air Project (CAP). The process of selecting the
CAP tie-in outage approach, the reasons items were done at the time they were done, and their
prudency review has been separated and is contained in this exhibit. The specific conduct of the
annual maintenance outages, CAP tie-in outages, and other outages required at the station are
included in exhibit, “Exhibit — MDC-3".

The Original Tie-in Schedule

PSNH’s initial 2010 plan to tie-in Unit 1 and Unit 2 to the CAP consisted of taking the Unit 1
maintenance overhaul 35-day outage from 9/6/11 — 10/10/11, directly followed by the
maintenance outage of Unit 2 from 10/12/11 through 11/11/11. Other known outages at the
station in 2011 were the eight-day transmission yard outage that required both units to be out of
service so that planned high yard work and a high side breaker could be installed on MT-3
(combustion turbines step-up transformer).

In late 2010 and early 2011, PSNH recognized the risks associated with the initial outage plan.
Some of the major risks identified were:
Performing never-before-done CAP tie-in work on top of a major maintenance outage for
both units at Merrimack Station diverting focus between two major outage objectives.

Potential of tie-in problems or maintenance outage problems with Unit 1, extending its
outage to overlap with that of Unit 2.

Potential of tie-in or maintenance outage problems extending the outage time of Unit 2
into colder and potential higher priced operating times.

Revised Tie-in Schedule

After analyzing the outages at the station that were necessary, PSNH determined that a revised
schedule was warranted and that the revised schedule could be implemented for approximately
$400,000 (less savings achieved by the changed outage schedule as discussed below) while
significantly reducing the risks stated above.

The revised unit outage schedule required Unit 1 to take a separate maintenance outage in the
spring (4/12/11 through 5/20/11) and a CAP tie-in outage at the time of its originally scheduled
fall maintenance outage (9/6/11 through 9/27/11). Unit 2 outages would remain in place as
originally scheduled and consisted of an outage to accomplish the transmission high yard and its
combined maintenance and CAP tie-in outage from 10/12/11 through 11/11/11. Additionally,
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Unit 2 was taken out of service in the spring (4/21/11 through 4/29/11) to complete CAP
substation work.

By way of summary, the CAP tie-in proceeded as follows. In September 2011, Unit 1 was
disconnected from its stack and was tied directly to the CAP. The stack of Unit 1 will not be used
again. In October, Unit 2 was disconnected from its stack and tied directly to the CAP.
Additionally, Unit 1 was fitted with bypass duct work such that it could use the old stack of Unit
2 if, for some reason, bypass of the CAP is required. Unit 2 would only be able to operate
through the CAP.

PSNH cites the following benefits that it identified in taking a 38-day spring and 21-day fall
outage for Unit 1 at a gross cost of $400,000 compared to the original single 35-day fall outage.
Each of these benefits have value, however, some cannot be specifically quantified.
The Unit 1 spring outage allowed outage focus to be solely on maintenance-related issues
and the fall outage to focus solely on CAP tie-in related issues.

Unit 1 would be more reliable for the summer period, having just returned from its
maintenance overhaul versus being at the end of its two-year maintenance cycle, if a fall
maintenance outage was taken.

Unit 1 saved having to take a separate eight-day outage in the spring to accommodate the
long planned transmission high yard outage.

The shorter fall outage allowed for approximately two weeks of Unit 1 operation tied to
the CAP, providing a window to resolve tie-in issues prior to the tie-in of Unit 2 where no
such window existed in the original schedule.

Impact of Booster Fan Recirculation Bypass Duct Requirement

As part of the CAP, PSNH installed booster fans to augment the forced draft fans because the
original forced-draft fans were operating at their full capability to maintain adequate airflow
through the boiler due to the addition of pollution control equipment in past years. PSNH states
that the controllability of airflow was recognized at the time of design but that insufficient
justification existed to warrant corrective action at that time. When Unit 1 returned to service
from its CAP tie-in outage in late September, PSNH noticed immediately that furnace balance
pressure upsets were occurring due to the difficulty to control furnace air flow and boiler
pressure. To resolve this issue, PSNH placed the airflow controls on manual and had an operator
adjust the airflow on a real-time basis. PSNH analyzed various alternatives that could obtain the
desired controllable and variable boiler airflow. On October 7, 2011, PSNH decided that the
most economical and reliable manner to obtain the desired control of airflow was to install
recirculation bypass ducts around the booster fans of both units. Once this decision was made,
PSNH expedited fabrication and required that all materials had to be on site by 10/31/11 to
coincide with the Unit 1 outage.
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Unit 1 was taken off line to have recirculation bypass ducts installed around its booster fan on
10/31/11 for an outage of about 14 days. On 10/28/11, the A to Z Company introduced a revised
schedule for the Unit 2 tie-in outage that indicated the installation of recirculation bypass ducts
around the booster fan would add approximately three days to the tie-in outage. The outages
proceeded close to schedule and both units commenced operation tied into the CAP with
virtually no issues.

Evaluation for Tie-in Qutages

As stated earlier, PSNH conduct during the outages is evaluated in Exhibit MDC-3. Accion
reviewed PSNH’s actions in planning the upcoming CAP tie-in outages, the relationship of the
tie-in outages to other outage requirements at the station, system economics, management
approach to risk management, overall management oversight, and overall understanding of the
issues. Accion concludes that given the information at the time decisions were required to be
made, PSNH exercised good judgment and proper management oversight in the CAP tie-in
process for Unit 1 and Unit 2.
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DOCKET DE 12-116 EXHIBIT - MDC-4

Newington Outages For 2011

Newington-1

No major capital projects occurred in 2011, as much of the unit’s required capital projects were
completed in prior years. Newington’s overall availability was about 95 percent (98 percent
excluding planned maintenance). For 2011, Newington’s capacity factor was approximately 3
percent. Historically, Newington’s heat rate has been between 11,000 Btu/kWh and 12,000
Btu/kWh. In 2011, the unit heat rate was approximately 13,000 Btu/kWh. Newington’s full load
heat rate is approximately 10,800 Btu/kWh. The increase in heat rate is due to the manner in
which the unit is operated. Unit operation has changed because PSNH now starts the unit on a
regular basis in order to ensure that the unit is ready to run if called upon; the unit runs for short
periods when called upon for economic operation; and the ISO-NE has calls for operation as
spinning reserve more frequently at approximately 100 MW. The additional start-ups and lower
operational level translate to a higher heat rate for the unit.

The operation of Newington has changed markedly in recent time. The unit operates many times
at reduced loads and at extremely high availability. PSNH believes that these traditional unit
metrics are not indicative or reflective of Newington’s operation. PSNH has been tracking
another metric that it thinks more closely fits the unit’s operation. PSNH calls this metric the
service factor and is a measure of the time the unit is on-line providing service at any output
level. In recent years, from 2009 through 2011, while the Newington capacity factor was 5, 6,
and 3 percent respectively, its service factor was 10, 18, and 11 percent respectively.

PSNH gave notice to Nextera in 2010 that its lease of facilities at both Schiller and Newington
would be terminated in 2010 in accordance with the lease. The lease terminated and Nextera
removed all material from the site. The monies paid by Nextera to PSNH flowed through the
ES/SCRC mechanism. Because of the termination of the leases at the end of 2010, no monies are
accounted for in the 2011 ES/SCRC review.

Newington Station completed 10 years without a lost-time accident in August 2011 and has had
only one lost-time accident in 22 years.
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The following outages took place at Newington during 2011:

A

1/14/11 — 0.8 days

While the unit was cold, a leak developed in the furnace corner tubes. This area of the
boiler had four similar tube leaks late in 2010. PSNH made the decision to order
replacement tubes to be installed during the annual maintenance overhaul. The tube leak
was repaired and the unit returned to service. See Outage C, below.

B

3/9/11 — 0.2 days

The unit tripped on high gas pressure during its second all gas start-up. The unit
converted to an all gas start-up procedure in 2010 and the unit trip is related to the
transfer to the new all gas procedure. When the breaker closed during start-up at 20 MW
load, the steam flow requirement increased, thus sending a signal for more fuel. The gas
inrush was of such volume that it created a high gas pressure and caused a high gas
pressure trip of the unit.

During the conversion to an all gas start-up, PSNH configured the start-up procedure to
use two gas guns while rolling the turbine and to pick up load when the breaker was
closed. The first all gas start-up picked up load at 17 MW. With what appears to be a
sensitivity to pick-up load level, PSNH changed the start-up procedure to, in addition to
using two gas guns during the roll of the turbine, the procedure also requires a third gas
gun to be in service prior to closing the breaker to pick-up load. In this manner, the inlet
gas pressure is reduced when load is picked up. Since this change in procedure was made,
no further incidents have occurred during start up.

C

3/26/11 — 15.5 days

This planned outage was the annual maintenance and inspection outage for the unit. The
scheduled outage was scheduled for approximately 16.5 days. The major project and
critical path for this outage was the coordinated replacement of problematic 345 kV
switches and insulators and the replacement of 20 boiler corner tubes. See Outage A,
above. PSNH also replaced the 345 kV disconnect on the high side of the generator step-
up transformer and two 345 kV lightning arrestors. The remaining lightning arrestor was
replaced in 2009 when it failed electrical testing.

Work in the transmission yard continued on a 7-day, 10 hours per day schedule. PSNH
performed normal inspections and cleaning during this outage and one abnormality was
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identified with a lube oil system as described below. PSNH also completed all major
priority work existing in its backlog list.

The lube oil system for the turbine and boiler feed pump consists of three oil pumps
where two redundant AC pumps are augmented by a DC pump that is used if AC power
is lost while the unit is operating.

While performing testing on the pumps, PSNH found that when the 1A pump was
simulated as lost, the 1B pump came on and the DC remained in standby mode. This was
a correct operation. When the loss of the B pump was simulated, the 1A pump came on
but did not build pressure as quickly as it should which initiated operation of the DC
pump because of indication that both AC pumps were lost. Investigation found that the
discharge flanges of the 1B pump had cracked. No evidence of the crack was given as the
flange sits in an oil bath and is not readily visible. Any leak was captured by that oil
reservoir.

The lube oil system had this same issue in 2010. GE recommended that the check valves
to the pumps be changed. PSNH did so at that time but the issue remained.

The original manufacturer no longer supports, or supplies parts for these pumps. After
verification that the pump internals were good, PSNH had two course pump housings
manufactured by its maintenance shop in case of a machining error. One housing was
machined to final dimensions and the other rough housing was put into stock. A new
housing was installed on pump 1A during this outage. During the installation of pump
1A, PSNH noticed that a rack in pump B had developed. The unit was returned to service
operating on the A pump with its DC backup. Pump 1B was scheduled to be replaced at a
later date. See Outage E below.

D

7/23/11 — 0.1 days

The unit was in operation on Friday and was scheduled to run Friday night and Saturday.
On Friday, a high-pressure differential alarm across the boiler feed pump suction line was
received. Such an alarm usually indicates that the strainer is plugging. In this case, the
unit is operated and the pressure drop is monitored until the pressure drop reaches its
limit value. The pressure drop across the suction line increased slightly on Saturday but
was within operating limits when the unit tripped on high-pressure drop across the boiler
feed pump. PSNH found the boiler feed pump suction line strainer plugged. PSNH
checked other strainers and found no buildup in those locations. PSNH attributes the
sudden pluggage to a buildup of scale in the system local to the boiler feed pump that
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suddenly became separated from the piping walls. The strainer was cleaned and the unit
returned to service.

E

9/21/11 — 2.2 days

This planned maintenance outage was taken to perform priority maintenance items prior
to the winter season. Included in the outage was the replacement of the turbine/boiler
feed pump 1B lube oil pump (See Outage C, above) and the installation of the new
condensate pump motor spare for validation. This is the last large motor spare that
requires validation. Validation requires that the original motor be removed, the new spare
motor installed, and run for a period of time. The original motor is reinstalled at another
time and the new spare is put into stock.

F

9/24/11 - 0.1

While in operation on this Saturday, the packing in the main steam valve stub line blew.
After consultation with management and with proper steps taken for safety, an attempt
was made to seat and reseat the valve without success. This steam stub line acts as a
steam equalizing line between the two throttle valve sensors. The steam leak caused the
balance between the two throttle valves to become upset, the governor valves began to
“hunt”, and the unit tripped. The unit was taken off line, the valve repacked, and the unit
returned to service.

G

9/25/11 — 0.1 days

The unit was in start-up on this Sunday. When in start-up, the start-up boiler feed pump is
used until the unit is loaded to 80 MW where it is swapped over to the main boiler feed
pump. When swapped over to the main boiler feed pump, the unit tripped on high drum
level. The main boiler feed pump discharges excess water that is not needed to maintain
proper drum level through its discharge valve to the recirculation system. Upon
investigation, PSNH found a broken coupling between the discharge valve and its
actuator. While the indication was that the valve was in the open position because the
actuator was in the open position, the valve was actually fully closed. This caused the
drum level to rise because all main boiler feed pump water was being fed into the drum,
and the unit tripped. PSNH made a temporary weld repair and returned the unit to
service. Permanent repairs were made at a later date.
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H

10/13/11 — 0.0 days

The unit tripped due to reaching the 10-mil high vibration limit for the turbine during
start-up. PSNH rolled the turbine at a slow speed for an hour and then performed a
successful start-up. PSNH suspects that unequal leakage at the two throttle valves put an
uneven temperature on the turbine during warm-up because of the steam imbalance. The
temperature differential in turn causes causing a slight warp in the turbine shaft resulting
in the vibration that tripped the unit.

Throttle valve maintenance will not occur until the unit undergoes a major HP/IP turbine
overhaul during the next major maintenance cycle. In the meantime until that
maintenance can be performed, PSNH has installed an alarm when the turbine rolls off
turning gear allowing the operator to take immediate action to prevent turbine shaft
distortion. In this manner PSNH can meet ISO-NE start-up time requirements, control
added costs, and the address the unpredictable nature of the turbine rolling off turbine
gear.

Evaluation for Newington

Accion Group reviewed these outages and found them either to be reasonable and not
unexpected for this unit and its vintage, or necessary for proper operation of the unit. Accion
Group concluded that PSNH conducted proper management oversight during these outages.
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DOCKET DE 12-116 EXHIBIT - MDC-5

Schiller Unit Outages For 2011

The major projects at Schiller Station in 2011 were:
The overhaul of Unit 4 that included the five-year inspection of the LP turbine and
generator, replacement of the 480 V switchgear to meet new switchgear flashover
requirements, and the installation of a new integrator for the multitude of independent
control systems.

The overhaul of Unit 5 was its first five-year overhaul since commercial operation of the
wood-fired boiler and included complete teardowns of the HP turbine, LP turbine, and
generator. Other major projects during the outage included retubing of the air heater and
significant refractory work.

The major work of the overhaul of Unit 6 included replacement of the 480 V switchgear
to meet new switchgear flashover requirements and general boiler repairs.

Schiller Station had 1 lost-time accident during 2011; an employee slipped while walking up a
flight of stairs, which resulted in a hand injury. Prior to this incident, the last lost-time accident
was in 2010. Since this incident, Schiller has not had a lost-time accident.

Schiller-4

The following outages occurred at Schiller-4 during 2011.

A

5/17/11 — 0.6 days

The unit was in the process of shutting down just after midnight when the main steam
stop valve packing developed a leak. The unit was shut down, the valve packing was
repaired the next day, and the unit returned to service.

B

6/1/11 — 2.2 days

The unit was taken off-line when it developed a tube leak in the superheater. One leak
was found, repaired, and the unit returned to service.
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C

6/8/11 — 0.0 days

An operator had reported that the boiler was not acting in its normal fashion. PSNH was
in the process of investigating the report when the unit tripped due to low drum level.
PSNH continued its investigation and found nothing out of order. The unit was returned
to service. See Outage D, below.

D

6/8/11 — 0.1 days

The unit had just returned to service from Outage C, above, when it tripped due to low
drum level. PSNH found that the deaerator level indicator was not accurately depicting
the drum level. The problem was traced to a bad deaerator controller card. The card was
replaced and the unit returned to service.

E

7/6/11 — 0.0 days

The unit had just phased when it tripped a few minutes later. No relay targets were
indicated so PSNH re-phased the unit. The unit again tripped without indicating any relay
targets. After troubleshooting, PSNH suspected the 67M relay (reverse power relay) was
the problem. Reverse power relays are installed to prevent the unit from running
backwards as a motor. At Schiller-4, the 67M relay operates in parallel with the 32TT
relay which is a similar device and was installed to provide reserve power redundancy
from the low steam flow protection system.

The relay was pulled and sent to Eaton for testing. The relay was found to be bad. Eaton
procured a used 67M relay, functionally tested it, and found it to be in working order.
PSNH installed the used relay on 7/14/11 while the unit was off-line. See Outage F,
below.

F

7/18/11 — 0.0 days

The unit was in its first start-up since the used 67M relay was installed in Outage E above
when it immediately tripped when phased. No relay targets were annunciated. PSNH
pulled the used 67M relay and the unit successfully started. Functional testing of the used
67M relay found it to be good.

On 7/26/11, PSNH set up equipment to record test data on start-up. On 7/27/11, PSNH
started the unit without the used 67M relay and the unit started successfully. A repeat test
was conducted using the 67M relay from Unit 5 and the unit also started successfully.
PSNH made the determination that the used 67M relay was bad. Eaton set up actual field
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conditions to test the used 67M relay and found that it was bad. When Eaton originally
received the relay following Outage E directly above, functional testing was performed as
stated above. The functional test ensured that the relay was not damaged in shipping and
a mechanical trip check was performed. The field testing conducted as a result of the
current outage was what a manufacturer would perform and is much more thorough.
During this more extensive testing, Eaton found that the relay trip coil would not drop out
when power was flowing away from the generator so that it was always in the trip
position. The manufacturer repaired the relay, and PSNH reinstalled it.

G

10/1/11 — 35.4 days

This outage was conducted to perform the five-year maintenance overhaul of the LP
turbine and generator, install a Distributed Control System (integrates many independent
control systems) and change out 480V switchgear that does not meet new flashover
requirements. The outage had an ISO-NE window of 37.3 days. The original PSNH
schedule was planned to be 34.1 days. The unit returned to service 1.3 days later than
projected. The critical path of the outage involved the complete disassembly and
inspection of the LP turbine and generator. This work was to be done on site. Work
schedule for the outage consisted of a single ten-hour shift six days a week with overtime
worked as necessary to remain on schedule or complete needed backlog maintenance
1tems.

The unit outage stayed on schedule until Outage Day 28. At that time fitting the generator
bearing brackets took 12 hours longer than expected. At the end of the outage on Outage
Day 34, the air leakage test revealed a small but unacceptable leak in the hydrogen cooler
for the generator. The cooler covers were removed and one tube leak was found in cooler
#1 and one tube leak was found in cooler #2. Both tubes were plugged and the air
leakage test was successful, but an additional 18 hours of schedule was lost.

The unit typically runs at 15 psi of hydrogen to cool the generator. Air leak testing is
done at 20 psi.

During the outage, the fourth generator turning gear was inspected and found to be
approaching its end-of-life. This is a long lead-time item which PSNH has ordered and
will be replaced during the next five-year outage.

H

11/5/11 — 0.0 days

The unit returned from its maintenance overhaul in Outage G, above, and PSNH noticed
that the governor was not responding to load as expected. The unit was taken off-line to
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make an adjustment to the governor response time. The adjustment was made and the
unit returned to service. Governor logic updates were made during the overhaul in Outage
G, above.

I

11/9/11 — 1.0 day

Shortly after the unit came on-line, the operator observed a drop in the hydrogen pressure
indicating there was an air leak in the hydrogen coolers. PSNH scheduled an outage and
tested all hydrogen coolers for leaks. All tested okay. PSNH put extra sealant on the
hydrogen cooler covers and returned the unit to service. Air leakage ceased. Accion notes
that air leakage tests on 11/5/11 and 11/9/11 were conducted in a cold shutdown
condition, which makes finding very small hydrogen leaks very difficult.

As an additional note PSNH air tested the coolers at a later date and they passed the air
leak test. Also, in 2012 PSNH increased the air leak test pressure to 25 — 30 psi and found
two small tube leaks, not on the sealant surface area. The two tubes were identified and
plugged. No leakage problems have occurred since that time. In addition, PSNH has
modified its hydrogen cooler testing procedure such that it is done at the higher pressure.

Schiller-5

The following outages occurred at Schiller-5 during 2011.

A

2/28/11 — 2.5 days

The unit was shut down due to the request of the Portsmouth Fire Department to put out a
fire in the wood yard processing system. The wood processing system has two wood chip
paths. Both paths have a mechanism that separates the oversize wood chips, regrinds
them, and returns the material to the main chute. The systems are gravity-fed and all have
plugged chute detection systems. PSNH investigation found that one of the systems that
grinds the oversize chips plugged the chute that feeds the reground chips back to the main
feed line. The plugged chute detector failed, and the oversize chip grinder ignited the
compressed chips (embers) in that leg of the chip system.

The operator detected smoke and when the operator opened the chute to use a fire
extinguisher, the wood chip embers erupted into flames. The operator immediately called
9-1-1. The unit was shut down at the request of the fire department. The fire was
contained to the chutes, so no sprinklers were activated. Once the fire was extinguished,
power was returned to the wood process system, repairs to belts and pulleys were made,
and the unit returned to service.
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Since this outage, PSNH has replaced all the plugged chute detectors in the wood yard
with a different design that is expected to be more reliable.

B

3/3/11 — 0.0 days

The forced draft fan controller indicated that the forced draft fan motor bearing was at
178°F and tripped the unit while the trip point setting was 203°F. PSNH tested the
bearing temperature and found it to be only 80°F. PSNH attributed the difference between
the 178°F temperature indication and the 203°F trip setting was due to cool-down time
since the trip. Investigation found that the soft-start controller card was bad, indicating an
incorrect bearing temperature.

PSNH also recognized that no other fan protection schemes designed by PSNH have trip
logic for protection of the bearings and that the trip logic was an Alstom original design.
Normal action is to have an alarm function that gives time for the operator to investigate
the alarm and take appropriate action. In an effort to prevent similar future trips, PSNH
isolated the bearing temperature trip circuit, left the alarm circuit intact, and returned the
unit to service. Also see Outage C, below.

C

3/6 /11— 0.3 days

The unit tripped when a high forced draft fan motor stator temperature was indicated.
PSNH tested the stator temperature and found that the stator temperature trip was not
legitimate. PSNH found a faulty soft start controller card indicating that the trip occurred
simultaneously with the alarm. PSNH found that this fan was also protected with the
same temperature trip logic found in Outage B above as designed by Alstom. PSNH
replaced the soft start controller card, isolated the stator temperature trip circuit, left
intact the alarm circuit, and returned the unit to service.

D

4/1/11 — 46.8 days

This outage was the first five-year major maintenance overhaul for the unit since
commercial operation of the wood-fired boiler. The outage had an ISO-NE window of
44.4 days. The original PSNH schedule was contemplated to be 43.6 days. The unit
returned to service 3.2 days later than scheduled. The critical path of the outage involved
the inspection and repair of the HP turbine conducted at Siemen’s facilities in Charlotte,
North Carolina. The work schedule was as follows: two ten-hour shifts for seven days a
week for disassembly and assembly of the HP turbine, 24 hours per day for seven days a
week while the turbine was in Charlotte: and, one shift of ten hours for six days a week
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for HP turbine work at PSNH. All other activities were performed on straight time with
overtime worked as necessary to remain on schedule or complete needed backlog
maintenance items.

On Outage Day 13, Siemens reported that additional machining in the journal of the rotor
bearing and that replacement of the rotor seal strips would be required. Schedules were
developed for this work and 72 hours of critical path were lost when the PSNH outage
schedule was updated on Outage Day 15. The rotor body seal work progressed slower
than anticipated at Siemens and by Outage day 29, an additional 60 hours of schedule
was lost. By Outage Day 33, Siemens had gained 24 hours of schedule back on the rotor
work. Siemens gained an additional 16 hours of critical path on the rotor work by Outage
day 35. By Outage Day 39, Siemens gained a further 22 hours of schedule during the
remaining work and was able to ship the HP turbine earlier than projected.

In the early stages of installation of the HP turbine, PSNH made an 11-hour gain in
schedule by Outage Day 40. However, on Outage Day 41, 24 hours of schedule were lost
when problems developed in the alignment of the HP to LP coupling. An additional six
hours of critical path was lost on Outage Day 42, due to the coupling alignment issue, but
11 hours were gained on Outage Day 43 due to easy installation of the HP to LP coupling
spacer. In the last days of the outage, a four-hour gain was made on Outage Day 46, a
three-hour gain on Outage Day 47, and an eight-hour loss on Outage Day 48.

E

5/21/11 — 0.1 days

The unit tripped due to high forced draft fan vibration. Similar to other events, PSNH
found the indication reading to be faulty, isolated the trip circuit, left the alarm circuit
intact and returned the unit to service. PSNH found that a previous logic update it made
was incompatible with the Emerson controller logic format installed during the overhaul.

F
5/30/11 — 0.1 days
The furnace draft was acting erratically (up and down) and finally tripped on high furnace

pressure. Investigation revealed no cause and the unit was returned to service. See Outage
H, below.

G

6/20/11 — 0.6 days

The furnace draft was acting erratically (up and down) and finally tripped on high furnace
pressure. Investigation revealed no cause and the unit was returned to service. See Outage
H, below.
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H

6/26/11 — 0.3 days

The furnace draft was acting erratically (up and down) and finally tripped on low furnace
pressure. Investigation revealed that the lag time air demand signal was too long and
reduced it. PSNH also found that the boiler bias time master (monitors MW demand and
boiler steam pressure to determine air and fuel amounts) needed setting changes. The
changes were made and PSNH found that similar setting changes were made in May
2010, and were transferred to Emerson for the DCS upgrade during the spring 2011
overhaul.

Emerson investigation found that the logic control updates made by PSNH were not
compatible with their update and the system reverted to default settings. Emerson states
that because of this incompatibility with the new update logic version, updates to this
controller need to be made manually.

PSNH has held discussions with Emerson on this issue and the process for future updates
has been changed to reduce the chance of similar occurrences. The new process
prescribes a series of steps that need to be sequentially-completed by PSNH and Emerson
to ensure that the appropriate information can be transferred.

I

7/23/11 — 0.0 days

The unit tripped due to a high-pressure furnace trip. A wood feed chute had plugged, and
when cleared by the operator it created a surge of wood into the boiler, created a pressure
transient, and tripped the unit. Where the chutes had already been cleared, the unit was
returned to service.

At the time of this outage, there were no plugged chute warnings or alarms in place for
the feed chutes. The operator monitors the boiler, and depending on conditions, may be
able to determine that a plugged chute condition was occurring, and mitigate the
condition before a trip is initiated. Since this outage, PSNH has installed an alarm to
indicate when the difference between the freeboard evaporator and the furnace
temperature separation reaches 100°F, and uses this value as a proxy indication that a
wood pluggage event may be occurring.

J - (Outage Report OR-2011-06)

11/12/11- 6.5 days

The unit was taken off line due to the pluggage of three cyclones. The unit was running at
85% to 90% of capability due to increasing pluggage conditions. During the outage the
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trash screens were inspected and found to have no holes. The water boxes were opened,
inspected, and found to have an excess of debris. The water boxes were cleaned and the
unit returned to service.

K

11/19/11 — 0.5 days

While coming back on line from Outage J, above, the unit tripped due to a high drum
level. Schiller 5 has a small drum and during start-up conditions, small fluctuations in the
feed water or steam flow coupled with the addition of bed materials during the start-up
can result in a unit trip. Unit 5 is a base load unit and starts infrequently during the year.
Also, during this outage and unrelated to the trip, PSNH inspection found that leaves had
partially plugged the intake screen and water boxes. The debris was removed from the
intake screen and water boxes and the unit returned to service. See Outages L and M
below, which occurred during the same start-up.

L

11/20/11 - 0.0 days

The unit tripped during start-up because of a high drum level while trying to stabilize the
drum level. See Outage K, above.

M

11/20/11 - 0.1 days

The unit tripped during start-up because of a high drum level while trying to stabilize the
drum level.

N

11/25/11 - 0.1 days

The unit tripped due to a high-pressure furnace trip. A wood feed chute had plugged and
when cleared by the operator it created a surge of wood into the boiler, created a pressure
transient, and tripped the unit. Where the chutes had already been cleared, the unit was
returned to service.

O

11/27/11 — 0.6 days

The unit tripped due to a high furnace pressure trip. Based on PSNH’s investigation, it
thought that one or both of the primary airflow dampers were sticking in the closed
position. When the boiler called for more air, the damper opened rapidly, and a surge of
air was created that tripped the unit. PSNH could not find a reason at that time for the
problem and returned the unit to service. See Outage P, below.
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P

12/2/11 - 0.1 days

The unit tripped due to a high furnace pressure trip. PSNH found that the forced draft
inlet and dilution primary airflow dampers were not sticking, but fighting each other and
over-controlling the combustible air system. To resolve the issue, PSNH put the dilution
damper in manual mode and would not allow the damper to be more than 70 % closed. In
this mode of operation, the forced draft inlet damper has the capability to pick up the
slack.

PSNH looked at the dampers again during the 2012 maintenance overhaul and found
nothing out of place. PSNH has left the dampers in manual operation mode.

Q
12/2/11 - 0.1 days

The unit tripped during start-up because of a high drum level while trying to stabilize the
drum level. See Outage K, above.

R

12/2/11 - 0.1 days

The unit tripped during start-up because of a low drum level while trying to stabilize the
drum level. See Outage K, above.

Schiller-6

The following outages took place at Schiller-6 during 2011.

A

3/4/11 —20.7 days

This outage was the planned maintenance overhaul outage for the unit. The outage had an
ISO-NE window of 23.4 days. The original PSNH schedule was set to equal the ISO-NE
outage window. Major projects during this outage included replacement of the 480V
switchgear and general boiler repairs. The unit returned to service 2.7 days ahead of
schedule. The critical path of the outage involved the inspection and repairs related to the
boiler. The boiler remained on critical path for the duration of the outage. The work
schedule for the outage was one eight or ten-hour shift worked on weekdays, with
overtime as necessary to remain on schedule or complete needed backlog maintenance
items.
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On Outage Day 6, a review of the boiler work progress resulted in a gain of 48 hours to
the critical path schedule. The outage remained on schedule until Outage Day 11 when
updates to work progress showed that schedule gains were being made. The schedule
gains resulted in a 24-hour gain to critical path. By Outage Day 19, minor delays were
experienced in performing the hydro test of the boiler resulting in a loss of eight hours to
the critical path.

B

3/26/11 — 1.0 days

The unit was in start-up mode after completion of its overhaul in Outage A, above. The
unit starts on oil and then switches to coal. When on oil during start-up, primary air is
blown through a header that disperses air to the oil nozzles via six pipes. When running
on coal, the primary air is forced into the burner with the coal through the pulverizer. In
this outage, the coal was coming out of the primary air header while on oil. The actuators
for the six louvers that control the direction of primary air were replaced during the
overhaul in Outage A, above, and required adjustment. Adjustments were made and the
unit returned to service.

C

5/5/11 - 0.0 days

The unit was tripped when an operator was cleaning the emergency electrical panel. The
operator hit/bumped the DC breaker for the Burner Management System (BMS) and
tripped it. Loss of the BMS then tripped the unit. PSNH states that it was 10 pm in the
evening and that the area was dark.

D

5/8/11 — 0.0 days

The unit tripped on low drum level. PSNH’s investigation found a bad feedwater
controller card. The controller was replaced and the unit returned to service.

E

5/13/11 — 1.1 days

The unit was taken off line due to a tube leak in the superheater. PSNH was able to
secure easy access to the leak, make repairs, and return the unit to service.

F

7/5/11 — 0.0 days

The unit tripped on low drum level due to the trip of the 6A coal feeder that tripped the
6A coal pulverizer. PSNH tried to duplicate the conditions during the trip but was
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unsuccessful in inducing a trip. The unit was returned to service. As a note, no further
problems have been recorded at this equipment.

G

7/6/11 — 3.2 days

The unit was taken off-line due to excessive water usage. A tube leak was found in the
superheater and repaired. While the tube leak was being repaired, deteriorated refractory
was also corrected. When the unit was hydro tested, another weeper leak was found in the
superheater. The second leak was repaired and the unit returned to service.

H

7/11/11 — 0.0 days

The unit was in cold start mode (available in eight hours). ISO-NE had called for the unit
at 10:30 PM the prior evening for an online time of 5:00 AM. Even though the start-up
notice was only 6.5 hours, PSNH accepted the bid. PSNH was not able to phase the unit
until 6:00 am resulting in a delayed start, but still making its 8-hour start time
designation.

PSNH states that many times the ISO-NE calls for unit start-up shorter than the eight-
hour requirement and that PSNH always does its best to satisfy the pool needs by phasing
as soon as possible. There appears to be some misunderstanding between PSNH and the
ISO-NE that what should have been a best efforts start-up became a PSNH commitment.
PSNH should make clear to all operators and ISO-NE that start-up requests shorter than
committed start-up time requirements are on a best efforts basis only.

I

8/8/11 — 0.8 days

The unit was leaking a small amount of hydrogen from the generator hydrogen cooler and
the leak was being monitored. The unit has four hydrogen cooler bundles and the leak
was isolated to cooler #3. PSNH took the unit out of service at the most economic time,
found and repaired a single tube leak in cooler #3, and returned the unit to service.

J

9/26/11 — 0.0 days

The unit tripped when the 32TT relay tripped the unit on low turbine steam flow during
start-up. As noted above (see Outage 4E), the 32TT performs a similar function to the
reverse power relay. In this case, the 32TT relay is also used as a low turbine steam flow
indicator (as there is no steam flow indicator) and is set to trip at 5 MW. The operator
phased the unit somewhere between 3 MW and 5 MW and the unit tripped. The operator
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recognized what had happened and took corrective action to re-phase the unit. The unit
returned to service when steam flow was above 5 MW.

The operator involved was a new operator and just recently trained on phasing the unit
prior to this outage. PSNH discussed the event with the operator.

K

10/1/11 — 0.3 days

This outage was taken to prepare for the Schiller starting station service (used during unit
start-up) replacement project scheduled to be done during the Unit 4 maintenance outage.
Because the Unit 4 and Unit 6 station service interface at the primary voltage level, the
Unit 6 station service was required to be isolated. The station service was isolated and the
unit returned to service.

L

10/17/11 - 0.0 days

The unit was taken out of service 15 minutes earlier than its scheduled shut down time
because the unit ran out of fuel. As part of the make-ready process to ensure that units
that may be on economic reserve shutdown for extended periods of time are able to start
when requested, PSNH now empties the coal bunkers when such a condition is likely to
exist. PSNH estimates the amount of coal in the bunker, BTU content, and run rate to
determine when to stop adding coal to the bunker. In this case, the calculation was 15
minutes off.

M

10/19/11 - 0.1 days

When preparing for the unit to come on-line, both the induced draft and forced draft fans
must be running. When the primary air fan is started it boosts furnace pressure with a
bump. In this case when the primary air fan was started (start #1) the furnace pressure
increased too much and tripped the induced draft, forced draft, and primary air fans.

When the starting the primary air fan, the forced draft fans are reduced to make room for
the input from the primary air fan. The reduction is dependent on specific operating
conditions at the time so there are no detailed operating values specified. The operator cut
the reduction in airflow too close and all fans tripped as noted above. The fix in this case
was to restart the fans with the induced draft fans started first in the starting sequence.
When restarted (start #2), the induced draft fan tripped after a few seconds of operation.
PSNH tried to start the induced draft fan again (start #3) without success. At that point,
PSNH was prevented from starting the motor again for 30 minutes because of the new
motor protection relay installed in the spring overhaul. When the induced draft fan was
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started (start #4), the fan ran for 20 seconds and tripped again. After that start, the motor
protection relay required a one-hour delay before restart to remain within the thermal
capabilities of the motor.

After the one-hour pause, a fifth attempt was made to start the motor and was successful.
Investigation found that new motor protection relays installed during the spring overhaul
had a more conservative-than-necessary overload curve built into the start logic. PSNH
with vendor assistance, modified the overload logic to be less conservative. PSNH also
stated that the issue was never discovered because the induced draft fans never tripped
since the spring overhaul.

The result was that the unit sustained a delayed phasing to the system. PSNH also
counseled the operator.

Evaluation Except for Outage 6C

Accion Group reviewed the outages at Schiller and found them either to be reasonable and not
unexpected for these units and their vintage, or found them necessary for proper operation of the
units. Accion Group concluded that PSNH conducted proper management oversight for these
outages.

Evaluation for Outage 6C

PSNH attributes the tripping of the breakers to the fact that it was 10 PM at night and that it was
dark in the area. Most breaker panels have breaker “on” positions that are from left and right
towards the center of the panel. Dusting left to right could be done if done lightly, but increases
the chance of opening a breaker if performed with excessive force. An inadvertent trip is
virtually eliminated by vertically dusting the breaker panels up and down. An operator with a
reasonable understanding of the breaker panel function in relation to his/her duties and a
reasonable attention level would recognize this. Accion attributes this outage to inattentive
operator action. As such, PSNH should reinforce its expectations of attentiveness to its operators.
Accion recommends that the replacement power costs associated with this outage not be
recovered from customers.

Recommendations

Accion believes that PSNH more than likely will be using increased amounts of used or
refurbished equipment as its unit fleet ages. Accion recommends that PSNH add to the part’s
history documentation, the testing performed on that particular part. Such nomenclature could be
“functional, manufacturer, etc.” and should include new parts also. This recommendation should
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be implemented at all stations, and the hydro group and PSNH expectations be made clear to
vendors.

Accion recommends that PSNH make clear to the ISO-NE that all unit starts are made on a best
efforts basis only if the start-up time is less than the committed start-up time.
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DOCKET DE 12-116 EXHIBIT - MDC-6

Hydroelectric Unit Outages For 2011

The following section describes the outages at PSNH’s hydroelectric (“hydro™) stations during 2011.
The outage durations listed have been stated as the actual duration of the total outage regardless of
whether there was water to run the unit. Accion Group, Inc. (“Accion” or “Accion Group”) indicates
water availability during any portion of the outage by a “Y” or “N” next to the outage designation. In
order to simplify the outage descriptions, a separate outage description appears as “M” where multiple
units were out of service for the same duration and reason. If the multiple unit outages are not returned
to service within an hour of each outage, the outages are separated into and as reported as single unit
outages.

In 2011, due to more rainfall than the average water year, the PSNH hydro fleet generated 368,500
MWh of energy, which is 7% more than the 344,500 MWh in an average water year. This level of
generation was achieved despite the largest unit on the system (Smith) out of service for a period of
four months where an estimated 48,000 MHh of generation was lost. Maintenance schedules were
revised to accommodate additional flow wherever possible.

In 2011, there were 23 hydro unit outages caused by distribution system disturbances. Additionally,
there were no independent transmission disturbances that resulted in hydro generation outages in 2011.

Amoskeag Station

Major planned projects at Amoskeag station in 2011 included the inspection and repair of the trash
racks, plugging of the east side flood gates, and commencement of the east side eel passage project.

Multiple Unit Outages

M-A

Units #1 and #2

7/14-0.1 days—Y

Unit #1 and Unit #2 at Amoskeag have black start capability and must demonstrate that
capability to the Independent System Operator (ISO-NE) each year. The units were taken off-
line, successfully completed their tests, and returned to service.

M-B

Units #2 and #3

9/8-0.1 days—-Y

The units tripped off-line when the emergency generator automatically started for its weekly
test. When the emergency generator starts, all station loads are transferred to the emergency
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generator via the automatic transfer switch. PSNH found this transfer switch to be unreliable on
2/27/12 in that it would not transfer back to normal operating mode automatically. On 4/19/12,
PSNH had Onan Generator Services further troubleshoot the switch. The switch was found to
have a bad limit switch and a new switch was ordered. A new limit switch arrived on 9/17/12
and will be installed at the next available opportunity.

While waiting for the new limit switch, PSNH made a temporary program change to the
transfer switch requiring operator action to switch the generator from emergency mode to
normal supply. This action retains the black start capability of the station.

Amoskeag - 1

A

1/10/11 — 8.3 days — N

This planned five-day outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected. The water flow was low at this time and the generator was not
needed for power production. PSNH diverted manpower to other locations where outage timing
was more important. PSNH’s approach increased the time of the outage to perform the scope of
work.

B

6/7/11 — 0.1 days — N

The unit failed to start when requested to do so. PSNH started an alternate unit. Investigation
revealed that the coil on the 65S2 switch had a burnt open coil. The 6552 allows governor oil
pressure to be applied to the wicket gate servo motor to open the wicker gates, allowing water
to flow through the turbine. The coil was replaced, passed testing, and the unit was returned to
service. PSNH determined that the coil failed because it was at the end of its useful life.

C

12/24/11 - 0.2 days— Y

The unit tripped when the 65SX2 switch coil failed in service. The 65SX2 switch picks up the
65S2 switch, described above, allowing its start-stop solenoid to become energized. The coil
was replaced, passed testing, and the unit was returned to service. PSNH determined that the
coil failed because it was at the end of its useful life.

Amoskeag — 2

A
2/14/11 - 4.3 days — N
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This planned five-day outage was taken to perform annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected.

B

2/23/11 -0.1 days - Y

The unit was taken out of service to conduct testing of the unit’s braking system. Operators
noticed that the unit would not come to a full stop when shut down. Investigation found that the
governor was not going to zero gate, not shutting off water flow, and thus prevented
engagement of the braking system due to debris caught in the wicket gates. The unit was
operated manually to release the debris. PSNH stated that the intake screen had been inspected,
was found to have holes, and replacement is scheduled in 2012.

C

6/23/11 — 0.3 days - N

The unit was taken out of service to repair an oil leak on the governor gate lock piston. Oil
seals and rings were replaced on the piston and the unit returned to service. See Outage D,
below.

D

7/7/11 — 0.3 days — N

The unit was taken out of service as there was still a small oil leak found in the area of the
hydraulic gate lock. A leak was found at the hydraulic valve on the gate lock. A new valve was
ordered on overnight availability and the unit returned to service. See Outage E, directly below.

E

7/8/11 — 0.2 days — N

The unit was taken out of service to install the new hydraulic valve on the gate lock. The valve
was installed and the unit returned to service. See Outage D, directly above.

Amoskeag — 3

A

1/5/11 - 0.1 days — N

The exciter brushes were arcing, requiring a closer inspection and cleaning of the brushes. The
unit was taken off-line and replaced with another unit. The exciter, brushes, and brush holders
were cleaned and inspected. When work was completed, the unit returned to service.

B
2/22/11 -7.0 days — N
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This four-day planned outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected. The water flow was low at this time and the generator was not
needed in-service to capture the existing flow. PSNH diverted manpower to other locations
where outage timing was more important. PSNH’s approach increased the time of the outage to
perform the work scope.

C

8/15/11 - 0.1 days — N

Results of the 1/31/11 oil sampling indicated slightly higher concentrations of lead and copper
than desired in the lower guide bearing oil. The unit was taken out of service at this time
because there was insufficient water to run the unit, the oil was replaced, and the unit was
returned to service.

D

9/13/11 — 0.1 days — N

PSNH lowered the pond level to that of the dam crest for safety purposes in order to replace the
flash boards. By FERC license, PSNH can only refill the pond at a rate equal to 10 % of the
inflow value. After the flashboards were repaired, the unit was removed from service to meet
the FERC refill requirement. When the pond refilled, the unit was returned to service.

E

9/25/11 = 0.3 days— Y

The unit was taken off-line by the pond control system. The bladder at the dam (inflatable flash
board section) had lowered and the pond control system activated when the low head water
height was reached. PSNH manually raised the bladder to its appropriate level. Investigation
found that the transducer for the bladder height was out of adjustment. PSNH adjusted the
bladder height transducer, visually verified that the bladder returned to its proper height, and
returned the unit to service.

The transducer is attached to a cable suspended over the gatehouse. Where adjustment to the
transducer has been routinely required, PSNH has made changes to the pond control
Programmable Logic Controller (PLC) that allows for quicker unit response to pond level.

F

10/30/11 = 1.0 days—Y

The unit tripped. PSNH was unable to pinpoint a cause either from within the plant or
externally. The unit returned to service after the investigation was completed.
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Ayers Island

Major planned projects at Ayers Island for 2011 included the completion of dam reinforcement,
FERC’s changed earthquake remediation measures, and the fabrication of a new draft tube for Unit #3
that will be installed in 2012.

Multiple Unit Outages

M-A — (Related to a T&D event)

Units #1 through #3

6/2/11 - 0.1 days—Y

A tree outside the 115 kV right-of-way caused a fault on the E-115 line while the A-111 line
was out of service for planned work. PSNH states that relay operations were correct and that
the tree in question was not identified as a danger tree or flagged as a potential problem during
the last inspection in 2006. The tree was cleared and the system was returned to a state where
the units could return to service.

Accion notes that PSNH states that they have not addressed danger trees that were off the right-
of-way.

M-B — (Related to a T&D event)

Units #1 and #2

11/23/11 - 0.0 days — Y

The units tripped due to a tree coming in contact with the 345 34.5 kV line that was located
outside of the right-of-way. This tree was not identified as a hazard tree during the last
inspection in 2006. The tree was removed and the units returned to service.

Accion notes that PSNH states that they have not addressed danger trees that were off the right-
of-way.

Ayers Island — 1

A

1/17/11 — 4.4 days — N

This planned five-day outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected. The work scope was completed within the outage time and the unit
returned to service.

B
2/3/11 - 0.0 days — Y
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There was not enough water to run the unit after it returned from its annual overhaul in Outage
A, above, until this time. Once operating, the unit tripped due to high oil level in the lower
guide bearing reservoir. 2% gallons of oil was removed from the lower guide bearing reservoir
to bring the oil back to a normal operational level.

PSNH’s procedures require that when oil is removed from the reservoir, it is measured and the
same volume of oil is replaced. Oil levels are monitored when the unit returns to service.
PSNH’s investigation found that during the annual inspection in Outage A, above, too much oil
was added due to inaccurate measurement.

C

11/17/11 - 0.0 days — Y

The unit tripped on low operating output limit while conducting annual System Control and
Data Acquisition (SCADA) point testing. SCADA testing is performed to validate the circuits
and the output limit set points to maximize unit flexibility. The existing low operating output
limit was used as a starting test point in this test, as that point was validated the previous year.
Testing must be conducted to ensure valid operating limits are available to operations.

D

11/18/11 - 0.0 days — Y

The unit tripped again on low operating output limit while conducting annual SCADA point
testing. A new and higher low operating output limit was used as a test point in this test.
Testing must be conducted to ensure valid operating limits are available to operations, and
pulse changes of approximately 200 kW are made. However, when operating at the low end of
unit output, a small change in river flow or governor fluctuation can result in a unit trip.

Ayers Island — 2

A

1/31/11-11.4-N

This planned five-day outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected. The water flow was low at this time and the generator was not
needed to capture the existing flow. PSNH diverted manpower to other locations where outage
timing was more important. PSNH’s approach increased the time of the outage to perform the
work scope.

B

2/14/11 - 0.0 days — N

The unit was taken out of service to cut in and test extra wiring modifications made during the
annual maintenance overhaul in Outage A, directly above, that separated the spider and thrust
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bearing oil flow and temperature indications. This work was not part of the annual maintenance
outage scope and was completed when the unit was available. The testing was completed and
the unit returned to service.

C

2/14/11-0.2 =N

During the start-up from Outage B, above, it was noticed that the electronic overspeed switch
was not performing properly. Investigation found that the switch was bad. PSNH ordered a new
electronic overspeed switch, disabled the electronic overspeed system, and returned the unit to
service using the manual overspeed system.

When the electronic switch for Amoskeag was received, the switch was diverted and installed
at Canaan to reinstate the auto phase feature at that location. An additional electronic switch
was ordered for Unit #2 and is currently on backorder.

D

6/21/11 = 0.1 days — N

The unit tripped due to a high thrust or spider bearing temperature (indication is coupled). A
check of the bearing temperatures showed no high temperatures. PSNH thought that a
momentary loss of oil to the one of the bearings could have triggered the unit trip. PSNH
removed the bearing oil flow switch from its place in parallel with the shutdown string logic,
reconnected it to a Programmable Logic Controller, and introduced a 60-second time delay into
its trip function, thus allowing a “ride through” of oil flow transient events. If such an event
continues to occur in the future, the one-hour shutdown timer will initiate shut-down as it is
programed to do.

PSNH states that this issue is a carry-over from the Garvins 4 October 2010 exciter fire lessons
learned, and installations are being implemented at all other hydro facilities to separate these
functions.

E — (Related to a T&D event)

8/19/11 — 0.0 days - Y

A lightning strike on the V-182 115 kV line from Garvins to Webster resulted in an incorrect
overtrip operation trip/reclose of the E-115 115 kV line (north of the Pemigewasset tap). PSNH
notes that this overtrip has happened before. PSNH ultimately determined that the original relay
equipment installed had a manufacturing defect that resulted in intermittent problems. Setting
changes made as a result of the first incorrect operation in 2010 could not address the current
misoperation because the equipment was defective. The relay equipment has since been
replaced.
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F

8/28/11 — 0.7 days — Y

The unit tripped during Tropical Storm Irene when many system disturbances were occurring
simultaneously. PSNH’s investigation found that a 0.45 pu' voltage sag occurred at the
Pemigewasset substation for 0.45 seconds. PSNH could find no evidence that a disturbance
occurred on either the transmission or distribution system that correlated with this event. After
investigation, the unit was returned to service.

Ayers Island — 3

A

1/21/11 - 0.1 days — Y

A suspected bad relay on Unit #1 was being investigated by PSNH. During the troubleshooting,
the DC control power switch was inadvertently opened on Unit #3. The relays were reset and
the unit was returned to service.

PSNH stated that these cabinets were not labeled from behind on an individual unit basis.
PSNH also states that the operator checked the front of the cabinet for labeling prior to entering
the rear of the cabinet and operating the switch. PSNH checked the entire station and found no
similar areas without front labeling and proper reverse labeling behind the cabinet. PSNH also
checked other hydro stations and found no deficiencies in labeling in this regard. Accion
attributes this outage to operator confusion resulting in error, and has labeled the rear of the
cabinet.

B

2/15/11 — 0.0 days — N

The unit was taken out of service to cut in and test extra wiring modifications made that
separated the spider and thrust bearing oil flow and temperature indication. This work was
completed when the unit was available. The testing was completed and the unit returned to
service.

C

! Per Unit is the term industry uses to normalize variables. In this instance a 0.45 pu voltage sag means that the voltage
sagged to 45% of the normal 34.5 kV value.
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2/16/11 - 0.2 days — Y

The unit tripped off-line due to low bearing #38 oil flow, high bearing #38 temperature, and
loss of field provided as annunciator targets. Unit #2 was started to take this unit’s place in the
dispatch order. PSNH was not able to determine the cause of this trip and the multiple targets
received. PSNH reset the targets and returned the unit to service. PSNH reports that there have
been no similar problems since that time.

D

8/21/11 — 0.0 days — N

The unit was not operating when several alarms were received. PSNH’s troubleshooting
revealed no cause. PSNH reset all alarms and returned the unit to service. PSNH notes that
there were lightning storms in the vicinity, but was not sure if they contributed to the outage.

E

8/23/11 - 0.5 days— Y

The unit was requested to start on 8/22/11 after the pond had been drawn down prior to an up-
coming rainstorm. To refill the pond, this unit was commanded to stop and when it did it went
to a “no go” position because of reverse power conditions. When the operator arrived, an
additional attempt to start the unit resulted in another trip on reverse power.

The investigation revealed that the phase sequence under voltage flag was not reset from
Outage D, directly above. PSNH was unable to determine why the phase sequence under
voltage flag was not reset. The directional power relay card and its fingers were cleaned,
adjusted, and tested. The unit was restarted and returned to service.

F

9/29/11 = 1.3 days—-Y

For diver safety, the unit was taken out of service to complete a Non-Destructive Examination
(NDE) inspection of the Unit #3 draft tube and to take dimensions for the new draft tube that
will be constructed in 2011 and installed in 2012.

Canaan

Major projects completed at Canaan in 2011 included inspection and painting of the surge tanks,
installation of a Tuff Boom (screen attached to a floating barrier) system at the intake, and concrete

repairs on the downstream side of the powerhouse.

Canaan — 1

A
2/22/11 - 0.3 days — Y
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This outage was scheduled to reinstall and test the auto phasing function of the unit. Auto
phasing allows for three restarts if the unit fails to stay on line for five minutes. The auto
phasing system was shut off in 2010 because it was not working properly and the unit has been
phased manually since that time. The electronic switch and a replacement governor gate limit
motor were installed, tests were made, and the unit returned to service with remote phasing
capability.

B — (Related to a T&D event)

3/18/11 = 0.1 days — Y

A minor storm was in progress at this time accompanied by windy conditions. The 355 34.5 kV
line tripped and reclosed causing the unit to trip. PSNH patrolled the line, found no reason for
the operation, and returned the unit to service.

PSNH identified 36 danger trees both within and outside of the right-of-way in 2011 during the
NHPUC requested patrol. Any tree posing an imminent threat to the operation of the line was
removed at that time and the remaining trees will be addressed during the 2013 mowing cycle.
In addition, PSNH plans to re-patrol the line in late 2012 to capture additional danger trees that
have developed since the 2011 patrol.

C — (Related to a T&D event)

4/21/11 = 0.2 days— Y

The 355 34.5 kV line tripped and reclosed due to contact from a small pine tree. PSNH found a
tree resting on the neutral conductor (which had contacted the phase conductor), removed the
tree, and returned the unit to service.

D — (Related to a T&D event)

5/26/11 —0.1 days— Y

The D-142 115 kV line between the Whitefield to Lost Nation substations line tripped due to
contact from a tree outside of the right-of-way. PSNH states that the tree was not identified as a
danger tree or a potential threat during the 2009 right-of-way (ROW) inspection. During the
2009 inspection, PSNH identified five locations where vegetation needed to be corrected within
the right-of-way and did so in 2009 and 2010. PSNH also states that it performed side trimming
of this line in 2010.

Accion notes that PSNH states that they have not generally addressed danger trees that were off
the right-of-way.

E — (Related to a T&D event)

5/27/11 = 0.0 days — Y

There was a lightning storm in the area at the time. The 376 34.5 kV line from Lost Nation to
Whitefield experienced a lightning strike. When the line tripped, the unit tripped. This is an
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overtrip condition. Upon investigation, PSNH found that the Whitefield end reclosed as
designed, but that the Lost Nation end had a faulty breaker-close mechanism. Once the issue
was identified, the unit returned to service, and the breaker closure mechanism was repaired.

F — (Related to a T&D event)

6/1/11 — 0.1 days — The 376 34.5 kV line between the Lost Nation and Whitefield substations
tripped causing the unit to overtrip. A tree from outside of the right-of-way was found on the
line. The tree was removed and the unit returned to service.

PSNH states that it generally does not perform inspections off of the right-of-way. The last
inspection for line 376 was 2010, and hazard trees identified within the right-of-way were
addressed during vegetation maintenance follow-up.

G — (Related to a T&D event)

6/3/11 - 0.0 days — Y

The unit tripped and the hydro outage report indicated that there was a fault on the station
service line. No dispatcher interruption reports or distribution trouble reports were generated at
this time. Line crews were dispatched, but nothing was found that could explain the trip. The
unit was automatically phased in five minutes according to the automatic phasing sequence
logic.

H

8/1/11 —10.4 days — Y

This planned 12-day outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected. The critical path of the outages was the painting of the surge tank,
which required a longer outage than the normal five-day overhaul.

I — (Related to a T&D event)

12/8/11 — 0.1 days— Y

A minor storm was in progress in the area when the unit tripped. PSNH found a tree on the line
at pole 3/44 on the 355X10 distribution circuit. The tree was removed and the unit returned to
service.

Eastman Falls

The major projects completed at Eastman Falls in 2011 included preparation for FERC relicensing,
fabrication of fish louvers for installation in 2012, and extensive work on the wicket gate arms and
Bestobell seal on Unit #2.
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Multiple Unit Outages

There were no multiple unit outages at Eastman Falls in 2011.

Eastman Falls-1

A

11/28/11 —4.4 days — Y

This planned five-day outage was taken to perform the annual inspection of the unit. A visual
inspection, general cleaning, and equipment tests were performed. Both the turbine and
generator were inspected.

B

12/19/11 = 0.3 days— Y

The unit phased as requested but immediately tripped on reverse power because the governor
failed to stop. Investigation found that the switch to the speeder spring motor (controls
governor speed) was faulty. PSNH cleaned, lubricated, and exercised the switch. The unit was
started and stopped four times to ensure proper operation and was then returned to service.

Eastman Falls — 2

A

6/6 —43.3 days—-Y

This planned 49-day outage was taken to perform the scheduled annual inspection of the unit.
The straight time schedule was developed after input from PSNH Hydro, PSNH Generation
Maintenance, and vendors that would be providing outage support. A visual inspection, general
cleaning, and equipment tests were performed. Both the turbine and generator were inspected.
In addition, extensive repairs were made to the wicket gate arms and shifting ring (connects to
the wicket gate arms, and was binding and sticking above the 90 percent set points) plus a
complete inspection of the Bestobell seal.

During the outage, PSNH found that the problem was not the shifting ring, but that barnacles
and rust had built up at the wicker gates which are located at the Bestobell penstock. PSNH
further found that lead paint was used in the construction of the Bestobell and had to mitigate
that situation before work could commence. The work scope was completed and the unit
returned to service ahead of schedule.

B

8/18/11 — 0.1 days—Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. PSNH
had been having problems with water incursion into the lube and hydraulic oil system that
frequently fouled the filters. In 2010, PSNH designed an oil/water separator that could remove

97



the estimated 30 gallons of water per day that could accumulate in the system and installed the
system on 12/16/10.

It appears to PSNH that the oil/water separator did not fully resolve the issue in that the
separator cannot keep up with the volume of water, at times penetrating the separation seals.
PSNH has been unable to correlate river flow or other unit conditions to the amount of water
intrusion, and believes that it exceeds the 30 gallon per day design under some conditions.
While outages like the instant outage are required to change the filters, PSNH states that the
multitude of trips due to this issue have been eliminated. See outages C, D, E, and F, below.

PSNH plans to continue its work to mitigate this issue. The lube and hydrolytic systems are one
system in the design of this unit. PSNH plans to install redundant filters in 2012 that can be
valved so that taking the unit off-line will not be necessary to service the filters in the future.

C

8/26/11 — 0.1 days —Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. The
filters were changed and the unit returned to service. See Outage B, above.

D

9/3/11 - 0.1 days—Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. The
filters were changed and the unit returned to service. See Outage B, above.

PSNH believed that the Bestobell seal was stuck allowing water to enter the lube/hydrolytic oil
system. PSNH changed its procedure and had operators drain water from the hydraulic oil tank
on a daily basis. PSNH also revised its procedure to include exercising the Bestobell seal and
resetting the seal pressure to between 7 and 9 psi during each filter event.

E

9/41/11- 0.0 days — Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. The
filters were changed, the Bestobell seal was exercised and reset, and the unit returned to
service. See Outage B, above.

F

9/10/11 — 0.0 days — Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. See
Outage B, above. The operator ran the Bestobell pressure up and down eight to ten times until
the Bestobell seal was not sticking. The operator reset the Bestobell seal pressure between 7
and 9 psi and returned the unit to service.
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G — (Related to a T&D event)

10/30-0.3 days—-Y

The unit tripped during the October 2011 snowstorm and multiple operations were occurring in
the area. PSNH could not identify any system operations that would explain this outage. When
the storm quieted down, the unit was returned to service.

H

10/31 —0.0 days—-Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. See
Outage B, above. The filters were changed, the Bestobell seal was exercised and reset, and the
unit returned to service.

I

11/15/11 -0.0 days — Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. See
Outage B, above. The filters were changed, the Bestobell seal was exercised and reset, and the
unit returned to service.

J

11/19/11

—0.1days—-Y

The unit tripped due to high hydraulic oil level that exceeded the trip setting at the lube and
hydraulic oil tank. See Outage B, above. The filters were changed, the Bestobell seal was
exercised and reset, and the unit returned to service.

K — (Related to a T&D event)

11/23/11 -0.2 days - Y

The unit tripped during a heavy wet snowstorm and multiple operations were occurring in the
area. PSNH could not identify any system operations that would explain this outage. When the
storm quieted down, the unit was returned to service.

L

11/27/11 - 0.0 days — Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. The
filters were changed, the Bestobell seal was exercised and reset, and the unit returned to
service. See Outage B, above.

M
99



11/28/11 - 0.0 days — Y

The unit was taken out of service because the operator, while preparing for the annual overhaul
of Unit #1, switched out the Unit #2 control panel instead of the Unit #1 control panel. This
error did not trip the unit but did require that the unit be taken out of service to reset the PLC
logic. The logic was reset and the unit returned to service.

PSNH states that the panels were marked, that the event was due to operator oversight, and that
the operator has been counseled.

N

12/1/11 = 0.1 days— Y

The unit tripped due to high hydraulic oil level at the lube and hydraulic oil tank. The lube and
hydraulic oil level is also alarmed. An alarm was received but the unit tripped prior to operator
arrival. The filters were changed, adjustments were made to the Bestobell seal pressure, and the
unit returned to service. See Outage B, above.

O

12/12/11 - 0.0 days - Y

The unit was taken out of service to change the filters at the lube and hydraulic oil tank. The
filters were changed, the Bestobell seal was exercised and reset, and the unit returned to
service. See Outage B, above.

Garvins Falls

Major work at Garvins Falls in 2011 included the replacement of the stairs to the weir monitoring pool,
repairs to the weir monitoring pool, and a canal drawdown to inspect the intake canal and headworks.

Multiple Unit Outages

M-A

Units #1 and #3

1/12/11 = 0.0 days — Y

The pond control system signaled that a unit needed to come off-line to control the pond to its
proper level. Both Units #1 and #3 tripped when only Unit #1 should have tripped. PSNH
found that a very narrow tolerance of the bandwidth parameters between the two units existed.
PSNH restarted Unit #3 for proper flow control and adjusted the bandwidth between Unit #1
and #3. Also see Outage 1A, below.

M-B
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Units #1 through #4

5/4/11 - 0.0 days — Y

FERC requires that the fish louvers have to be installed and operational by April 1* or when the
flashboards are installed. PSNH shut the station down at this time to meet that FERC
requirement as a crane on site for another project could be utilized.

M-C

Units #1 and #2

6/3/11 - 0.1 days—Y

These units were shut down to ensure diver safety while the lower cells of the fish louvers were
installed.

M-D

7/18/11-22.3 days— Y

Units #1 through #4

This planned 26-day outage was taken to dewater the canal, inspect the canal walls, and dredge
the canal. In addition, the annual inspections of Unit #1 through #3 were performed. The
straight time schedule was developed after input from PSNH Hydro, PSNH Generation
Maintenance, and vendors that would be providing outage support. A visual inspection, general
cleaning, and equipment tests were performed. Both the turbine and generator were inspected.
The annual inspection of Unit #4 was not done at this time as it was completed during the
exciter problem that occurred in 2010. Canal work dictated the critical path of the outage.

M-E — (Related to a T&D event)

Units #1, #2, and #4

9/5/11 = 0.2 days— Y

During Tropical Storm Irene, a fault occurred on the Unitil system due to wind and
subsequently tripped the units. The fault was cleared and the units returned to service.

M-F

Units #1, #2, and #4

10/13/11 - 0.0 days — Y

The units were taken off-line to support the installation of a new trash diverter called a Tuff
Boom. Diver work required these safety precautions. The boom exists upstream of the intake
structure and prevents trash from entering the intake structure. This particular phase of the
work was completed and the units returned to service.

M-G

Units #1, #2, and #4
10/13/11 - 0.0 days — Y
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The units were taken off-line to support the installation of the new Tuff Boom trash diverter.
Diver work required these safety precautions. This particular phase of the work was completed
and the units returned to service.

M-H

Units #1, 2 and #4

10/13/11 - 0.1 days - Y

The units were taken off-line to support the installation of the new Tuff Boom trash diverter.
Diver work required these safety precautions. This particular phase of the work was completed
and the units returned to service.

M-I

Units #1 through #4

10/21/11 - 0.0 days — Y

The units were taken off-line to collect and remove excessive debris collected along the fish
louver line due to high river flows bringing a large amount of debris into the canal. The Tuff
Boom flipped over after being hit by large trees etc., allowing a large amount of debris to enter
the intake canal. The debris was removed and the units returned to service.

M-J

Units #1 through #4

10/28 /11- 0.0 days — Y

The units were taken off-line to collect and remove excessive debris collected along the fish
louver line due to high river flows bringing a large amount of debris into the canal. The Tuff
Boom flipped over after being hit by large trees etc., allowing a large amount of debris to enter
the intake canal. The debris was removed and the units returned to service.

Accion notes that PSNH is working with the boom vendor on ways of stabilizing the screens
and keeping them from flipping over.

M-K

Units #3 and #4

12/11/11 - 0.1 days — Y

The dispatcher received a trash rack differential (delta water level alarm from both sides of the
trash rack indicating pluggage) alarm for Units #3 and #4. The operator ran Unit #3 and #4 in
the motor mode to place back pressure on the trash rack. The rack differential alarm came in
again and the operator repeated the process. Further investigation revealed that the rack
differential alarm needed to be adjusted. Adjustments were made and the units were returned to
service.
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M-L

Units #1 through #4

12/21/11 - 0.0 days — Y

The units were shut down to remove the remainder of the fish louver equipment for the winter.
The equipment was removed and the units returned to service.

M-M

Units #1 through #4

12/21/11 - 0.1 days — Y

The units were shut down to remove the remainder of the fish louver equipment for the winter.
The equipment was removed and the units returned to service.

M-N

Units #1 through #4

12/22/11 - 0.1 days— Y

A scheduled station outage was taken to complete the annual black testing of Units #3 and #4.
Tests were successfully completed and the units returned to service.

Garvins Falls-1

A

1/12/11 - 0.1 days — N

After the operator made adjustments to increase the bandwidth between Unit #1 and #3 in
Outage M-A, above, to allow proper sequencing of the units from command of the pond control
system, the pond control system requested that Unit #1 start. It did not do so. Unit #3 started in
its place. PSNH found that the actuator would not allow the Unit #1 gate positioner to move to
the proper gate setting and, thus, the unit could not come up to proper phasing speed. Further
adjustments were made to the gate settings, the operator started Unit #1 manually, and the unit
returned to service. See Outage 1B, below.

B

1/13/11 - 0.0 days — N

PSNH required this outage to make further adjustments to the actuator so the gate positioner
would move to the proper gate setting.

C

2/15/11 — 0.2 days — N

This planned shutdown was taken to inspect the internal gears of the speed increaser. Upon
inspection, it was determined that the speed increaser needed to be overhauled. Because of the
similar hours on the Unit #2 speed increaser, PSNH ordered rebuild kits for both Unit #1 and
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#2. The Unit #1 overhaul was planned to be completed during the July canal dewatering outage
and Unit #2 was planned to be done at some time in the future. After the inspection was made,
the unit was returned to service.

D — (Related to a T&D event)
8/28/11 - 0.0 days — Y

During Tropical Storm Irene, a fault occurred on the Unitil system due to wind and
subsequently tripped the unit. The fault was cleared and the unit returned to service.

Garvins Falls — 2

A

6/1/11 - 0.0 days — Y

The unit was taken out of service to replace the switch for the governor actuator hydraulic
pump motor that had been sticking in the open position. The switch was replaced, tested, and
the unit returned to service.

B

8/9/11 —15.2 days—Y

The unit was taken out of service to overhaul the speed increaser because of the similar number
of hours of operation as Unit #1. After the canal drawdown outage, Outage M-D, above, which
included the repair of the Unit #1 speed increaser, PSNH decided to repair the Unit #2 speed
increaser at this time because the rebuild kits were on site, the special tooling was on site for
the Unit #1 work, and flows were sufficiently low enough so that significant economic
penalties would not be occurred.

C

8/28/11 —0.2 days—-Y

During Tropical Storm Irene the unit tripped and reclosed. PSNH was unable to pinpoint a
cause either from within the plant or externally. The unit returned to service after the
investigation was completed.

Garvins Falls — 3

A

3/30/11- 0.1 days - Y

The unit tripped off-line due to high oil level in the lower guide bearing oil reservoir.
Investigation found that the Mercoid start/stop switch (mercury bulb) for the lower guide
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bearing oil pump was out of adjustment. PSNH adjusted the bulb on the Mercoid switch, tested
the switch, and returned the unit to service. PSNH also ordered “Reed” replacement switches at
this time. See Outages B and C, below.

B

4/10/11 - 0.1 days—Y

The unit tripped off-line due to high oil level in the lower guide bearing oil reservoir.
Investigation found that the Mercoid start/stop switch for the lower guide bearing oil pump
failed. PSNH adjusted the bulb on the Mercoid switch, tested the switch, and returned the unit
to service.

PSNH states that, since 2008, New Hampshire law has prohibited PSNH from buying new
Mercoid switches. PSNH can purchase some spare parts for the Mercoid switches and is
phasing out the use of these switches on a case-by-case basis. See Outage C, below.

C

4/14/11 = 0.1 days— Y

The unit tripped off-line due to high oil level in the lower guide bearing oil reservoir.
Investigation found that the Mercoid start/stop switch for the lower guide bearing oil pump
failed. PSNH adjusted the bulb on the Mercoid switch, tested the switch, and returned the unit
to service.

Accion notes that the replacement switches ordered in Outage A, above, were received and
were replaced during the canal drawdown outage in Outage M-D, above.

D

7/5/11 - 0.1 days — N

The unit was requested to start by the pond control system, but failed to do so. Unit #2 was
called upon to handle the increased load. PSNH put Unit #3 on-line manually for
troubleshooting, tested the start chain, found it to be working appropriately, and returned the
unit to service.

E — (Related to a T&D event)
8/28/11 - 0.1 days—Y

During Tropical Storm Irene, a fault occurred on the Unitil system due to wind and
subsequently tripped the unit. The fault was cleared and the unit returned to service.

Garvins Falls — 4

A
1/1/11 - 32.6 days — Y
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This outage is the continuation of the thrust bearing outage reported as Garvins Outage 4D in
Docket DE 11-094. Accion reports outages that overlap calendar years in the year that the
majority of the outage days occur. Where 110.2 outages days of this outage occurred in 2010,
the outage was reported, discussed, and recommendations made during Docket DE 11-094.
This outage needs no further discussion here.

B

5/26/11 — 0.0 days - Y

The unit tripped due to a high lower guide bearing temperature. The operator responding to the
outage reported a building air ambient temperature of 113°F. The operator opened the doors of
the building and restarted the unit.

PSNH states that the fan/louver system was on winter settings and that record high
temperatures were not expected so early in the year. PSNH dispatched an operator when the
alarm was first received, but the lower guide bearing reached trip level prior to arrival. PSNH
states that it is evaluating enhancements to this system. Accion suggests that PSNH include
increasing the time period considered to be “summer” in its evaluation or eliminate the winter
period altogether.

C

5/27/11 = 0.0 days — Y

The unit was taken off-line due to low oil level in the lower guide bearing oil reservoir. PSNH
suspected a sticky Mercoid switch. The switch was lubricated and cycled several times before
returning the unit to service.

D

5/27/11 = 0.0 days — Y

The unit tripped due to low oil level in the lower guide bearing oil reservoir. Further
troubleshooting revealed that the Mercoid switch was not the problem, but that the lower guide
bearing oil pump was not providing sufficient oil flow to the lower guide bearing. PSNH states
that this valve does need to be adjusted with changing seasonal conditions. The unexpected
unseasonably hot weather required that the valve allow more oil flow to maintain proper
bearing temperature. The oil valve setting was adjusted and the unit returned to service.

E

5/27/11 - 0.1 days - Y

The unit tripped off-line due to high oil level in the lower guide bearing oil reservoir. PSNH
made further adjustments to the outlet valve, cycled the valve, and returned the unit to service.
The valve adjustment is a manual adjustment that requires an iterative approach to attain the
proper valve position. Items such as changing the oil during the previous overhaul (exciter
outage) most likely changed the viscosity of the oil thus forcing valve adjustments to be made.
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F

5/29/11 - 0.0 days — Y

The unit tripped off-line due to low oil level in the lower guide bearing oil reservoir. The
system reset itself and restarted the unit 35 minutes later because the pond level was such that
the generation of this unit was required.

G

5/30/11 — 0.0 days — Y

The unit tripped off-line again due to low oil level in the lower guide bearing oil reservoir. The
system reset itself and restarted the unit 35 minutes later because the pond level was such that
the generation of this unit was required.

H

5/30/11 — 0.0 days — Y

The unit tripped off-line due to low oil level in the lower guide bearing oil reservoir. The
system reset itself and restarted the unit 35 minutes later.

PSNH initially determined that due to the number of previous intermittent shutdowns, that the
Mercoid switches were not functioning properly and ordered new Reed switches to replace
them. Further investigation attributed the cause of the outage to be low oil level and require
manual oil flow valve adjustments. The new switches were installed on 6/13/11.

I

7/3/11 - 0.1 days — N

The unit tripped off-line due to high thrust or spider bearing temperature. Investigation found
that the trip was caused by rodent damage to control cables. Replacement of these controls
cables was part of the work scope planned during the 7/18/11 dewatering of the canal outage.
Damage was repaired and the unit returned to service.

J

8/18/11 — 0.0 days - Y

The unit tripped on a high thrust bearing temperature. PSNH found that both the alarm and trip
points were set to 82°C. The alarm point was reset to 90°C and the trip point was set to 98°C
according to the bearing manufacturer’s nominal 10°C delta recommendation.

PSNH states that the device was labeled in accordance with its system wide ongoing and
comprehensive labeling program expected to be completed in 2013. PSNH speculates that
where the temperature location of the dials is at about waist height, they could have been
bumped by an operator during his rounds.

With respect to PSNH’s explanation, Accion considers it unlikely that an operator would bump
both the alarm and trip temperature dials, the dials would be bumped to the exact same
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temperature setting, and that a seasoned operator bumping the dials with the force required to
change the settings would not take action to assure that settings were not changed.

K

9/15/11 —0/1 days —' Y

The unit was taken out of service (all four units operating) to hold water at the dam crest level
so the flashboards could be reinstalled. The flashboards were removed in anticipation of high
flows from Tropical Storm Irene. The flashboards were reinstalled and the unit returned to
service.

Gorham

Major projects at Gorham in 2011 included the canal drawdown, dredging of the canal, replacement of
the Unit #3 and Unit #4 trash racks, and concrete repairs at the upper gate house and the Unit #3 and
Unit #4 trash racks.

Multiple Unit Outages

M-A — (Related to a T&D event)

Units #1 through #4

5/27/11 = 0.1 days— Y

There were storms in the area and both the 351 and 352 34.5 kV lines connected to Gorham
tripped and reclosed due to lightning at the same time. After the system was checked, the unit
returned to service.

M-B

Units #1 through #4

8/8/11 —30.2 days — Y

This planned 31-day outage was taken to perform the scheduled annual inspection of the unit.
The straight time schedule was developed after input from PSNH Hydro, PSNH Generation
Maintenance, and vendors that would be providing outage support. A visual inspection, general
cleaning, and equipment tests were performed. Both the turbine and generator were inspected
In addition to the normal maintenance work, the work scope of this outage included the canal
drawdown, dredging of the canal, replacement of the Unit #3 and Unit #4 trash racks, and
concrete repairs at the upper gate house and the Unit #3 and Unit #4 trash racks.

M-C - (Related to a T&D event)

Units #1 through #4

9/12/11 = 0.0 days - Y

There were storms in the area and the Gorham to Whitefield 351 34.5 kV line tripped and
reclosed at Whitefield only. PSNH patrolled the line and found nothing to explain the trip. The
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relay systems and circuit breakers were also checked and no issues were identified. The unit
was returned to service.

Gorham -1
There were no single unit outages of Unit #1 in 2011.

Gorham -2
There were no single unit outages of Unit #2 in 2011.

Gorham -3
There were no single unit outages for Unit #3 in 2011.

Gorham -4
There were no single unit outages for Unit #4 in 2011.

Hooksett
There were no major projects completed at Hooksett in 2011.

Hooksett — 1

A- (Related to a T&D event)

2/18/11 — 0.0 days - Y

The 332/335 34.5 kV line between Garvins and Rimmon tripped and locked out at Rimmon
during windy conditions. Hooksett Hydro is tapped off of this line and tripped when the line
tripped. PSNH patrolled the line and nothing was found. The unit was returned to service.

B- (Related to a T&D event)

2/22/11-0.1 days— Y

The 332/335 34.5 kV line between Garvins and Rimmon tripped and the Rimmon end reclosed
under clear conditions. Hooksett Hydro is tapped off of this line and tripped when the line
tripped. PSNH patrolled the line and nothing was found. The unit was returned to service.

C

9/3/11- 0.1 days— Y

The unit tripped off-line due to low oil level in the lower guide bearing. Investigation found the
oil level float switch stuck in the position, so the lower guide bearing oil pump would not start.
The switch was cleaned, lubricated, and tested after which the unit returned to service.

D — (Related to a T&D event)

11/1/11 = 0.1 days - Y

During the third day of restoration efforts following the October snow storm, a contractor
attempted to close a cutout fuse door (closing the fuse), but the cutout door was misaligned and
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failed when closed. The failed equipment caused an outage to the distribution circuit and
tripped the unit. The outage was cleared and the unit returned to service.

PSNH states that the contractor properly reported the event to PSNH. It is PSNH’s
responsibility to enter all safety related events into the Safety Incident Reporting System
(SIRS), but no entry was made in this instance. It is PSNH’s expectation that all safety-related
events are reported in SIRS in a timely manner by PSNH personnel. In this case, PSNH
believes that the report was internally overlooked due to the significant restoration effort in
progress. By not being entered into SIRS, no investigation report was requested from the
contractor. Management has discussed the event with the responsible supervisor and the
importance of reporting events in SIRS. In addition, the event was discussed in detail with the
contractor.

Accion views this event as an employee error under the conditions of restoration.

E

12/5/11 —4.1 days— Y

This planned five-day outage was taken to perform the scheduled annual inspection of the unit.
A visual inspection, general cleaning, and equipment tests were performed. Both the turbine
and generator were inspected.

F

12/13/11 -0.1 days — Y

After returning from the annual maintenance outage in Outage E, above, the unit could not
have certain systems tested until high tail water receded. When the unit restarted on this date,
the E-SCC noticed that the unit would not go to full load. PSNH had intended to test this
system on this date as part of the annual inspection follow up. Investigation found that cam on
the clutch that drives the micro switches that control the governor was misaligned. The clutch
was adjusted and tested and the unit returned to service.

Jackman

The major projects completed at Jackman in 2011 included concrete repairs at the toe of the dam and
the replacement of the 2400 V cable between the low side breaker and the step-up transformer.

Jackman-1

A

7/6/11 — 0.2 days — N

This was a scheduled outage to ensure the safety of divers conducting an underwater inspection
of the dam. The inspection was completed and the unit returned to service.
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B — (Related to a T&D event)

9/29/11 — 0.0 days — N

A lightning strike to the 3140 34.5 kV line caused the line to trip and reclose. When the line
tripped, the unit tripped. This is the type of overtrip situation currently under study by PSNH.
The unit was returned to service.

C

11/15/11 - 6.2 days — N

This planned 12-day outage was taken to perform the scheduled annual inspection of the unit.
A visual inspection, general cleaning, and equipment tests were performed. Both the turbine
and generator were inspected. The 2400 volt cable between the step-up transformer and the
breaker was also replaced during this outage. The cable work was originally planned to be
completed in series with the annual inspection, but was able to done in parallel, reducing the
outage time by approximately six days.

D — (Related to a T&D event)

12/8/11 — 0.2 days— Y

A tree from outside of the right-of-way fell on the L-163 115 kV line between the Keene and
Jackman Substations. When this event occurred, the A-164 terminal at the Weare substation
and the F-162 terminal at Greggs substation overtripped. The unit also overtripped for this
fault. PSNH investigation found that there was a setting error on a relay associated with the F-
162 and A-164 lines at Greggs.

PSNH states that this type of relay is checked on a six-year schedule and was installed in
2009/2010 so that it had not reached its first maintenance cycle. The incorrect setting was
associated with the original installation of the Weare Substation. PSNH also states that they
have not addressed danger trees that were off the right-of-way.

Smith

Major projects at Smith in 2011 included the unplanned replacement of the failed TB66 breaker. The
annual inspection was also conducted during this repair.

Smith-1

A

5/26/11 — 0.0 days — Y

The unit tripped on a high thrust bearing temperature. The unit had alarmed but tripped prior to
operator arrival. Investigation found that the bearing temperature increased because the cooling
water pump tripped. The initial investigation did not determine the cause of the cooling water
pump trip indicating that the problem was intermittent. The unit was returned to service and a
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full inspection and repairs were scheduled to be performed during the annual maintenance
outage.

B - (Related to a T&D event)

7/15/11 = 0.1 days — Y

The unit tripped when the phase one 115 kV lightning arrestor blew on TB-115 115/34.5 kV
transformer at the East Side Substation in Berlin. The arrestors at this location are the silicon
carbide type of arrestor and were installed over 45 years ago. PSNH believes that this type of
arrestor reaches life’s end at 45 to 50 years and is replacing these units on its system. PSNH
replaced all three lightning arrestors at this location and the unit was returned to service. PSNH
notes that there have been no other lightning arrestor failures in this area of the system in the
recent past.

C — (Related to a T&D event)

9/1/11 - 120.0 days — Y

The event initiated as a 115 kV event on the short 115 kV line between Smith Hydro and the
East Side Substation in Berlin (Z-177). The disturbance did not operate TB-66 (Smith 12.47 kV
2000 amp breaker operated at 6.6 kV) because the disturbance drew less current than the 364
amp bus setting that PSNH uses as a permissive prior to allowing operation of the 115 kV bus
differential protection scheme at Berlin. The fault remained at or below 250 amps for an
unknown amount of time. (Accion believes that the time to trip was less than 30 seconds based
on the fact that the S-136 second zone relay at Whitefield or the D-142 second zone relay at
Lost Nation did not operate.) The TB-66 breaker failed to open and the W-179 and S-136 115
kV breakers at Berlin opened 0.71 seconds later after the fault evolved into a bolted phase B to
ground fault. There is also a ten-cycle delay in the operation of the 115 kV bus differential to
allow proper coordination between the 115 kV bus and the 115/34.5 kV transformer differential
protection schemes.

PSNH performed a climbing inspection of the Z-177 115 kV line and found no trace of a
disturbance. Lightning arrestors at Smith were tested and passed. All equipment at the East
Side Substation was tested and passed. PSNH did an internal self-assessment and could not
determine the cause of the breaker’s failure to open at Smith Hydro. PSNH requested that
Eaton Electric do a comprehensive forensic analysis of the failed breaker. Eaton could not
come to a definite conclusion as to the failure mode of the breaker. Eaton was not able to rule
out failure modes related to 1) insulation failure due to surface contamination, 2) insulation
failure due to increased electrical stress, 3) insulation failure due to foreign object, and 4)
mechanical failure of a post insulator, with each cause by itself or in combination representing
possible failure modes that are consistent with and not ruled out by the evidence.

PSNH evaluated either repairing or replacing the breaker at Smith and chose to replace the
breaker due to repair schedules. The outage was expected to last for approximately 110 days,

112



but was extended by approximately ten days due to PCB abatement that took longer than
projected.

Accion notes that PSNH uses a common industry approach to bus protection. A margin is used
for pickup of the bus protection impedance relays so that inadvertent trips are all but
eliminated. PSNH uses industry rules of thumb when setting the impedance relays. Those rules
of thumb are that the minimum available three-phase fault current must be two or more times
the bus protection pickup current, and that the minimum available single phase fault current
must be three or more times the bus protection pickup current. Both rules of thumb were met at
the Berlin Substation.

While Eaton did not rule out any of the four possible failure modes listed above, Accion
believes that based upon our review and experience, tracking (electrical stress) was the most
probable initial cause of failure.

Evaluation for Hydro Unit Outages, Except for Outages Ayers Island 1B, Eastman Falls 2M,
Jackman 1D, and Garvins 4F, 4G, and 4H

Accion Group reviewed these outages and found them either to be reasonable and expected for these
units and their vintage, or necessary for proper operation of the units. Accion Group concluded that
PSNH conducted proper management oversight in the operation of these units.

Evaluation for Ayers Island Outage 1B

PSNH states that the procedure that is to be followed when oil is removed from the bearing reservoir is
that the volume of oil removed is measured and that amount of oil is added back when the work is
completed. Fluid levels are then monitored when the unit returns to service. In the instant case, PSNH
states that the amount of oil measured was in error by 2’2 gallons resulting in the trip of the unit due to
high guide bearing oil level. Accion finds that if 2'% gallons of excess oil can overfill the reservoir, that
the operator was inattentive or did not grasp the significance of the volumetric change. Accion
recommends that PSNH not recover replacement power costs for the outage from customers.

Evaluation for Eastman Falls Outage 2M

While preparing for the annual overhaul of Unit #1, an operator switched out the marked control panel
for Unit #2. Although Unit #2 did not trip and the operator rectified the situation, Unit #2 had to be
taken off-line to reset the Programmable Logic Controller. Accion attributes this outage to operator
inattention and recommends that replacement power costs not be recovered from customers.

Evaluation for Jackman Outage 1D

The overtrip of the relay at Greggs Substation associated with the A-164 115 kV terminal at Weare
Substation and the F-162 115 kV terminal at Greggs Substation occurred for a single system design
event. Good utility practice for the design of this condition would lead to the fact that this event should
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have been considered in the design of the new Weare Substation. Either PSNH did not consider this
single design event or PSNH considered this design event and did not implement required changes. In
either case, PSNH did not exercise due care in the design of the Weare Substation. Accion
recommends that PSNH not recover replacement power costs for this outage from customers.

Evaluation for Garvins Falls Outages 4F, 4G, and 4H

PSNH had been having trouble in maintaining proper oil level in the lower guide bearing reservoir as
reported in Outages 4C, 4D, and 4E, above, on 5/27/11, the Friday before a long holiday weekend.
Over the weekend, on 5/29/11 and 5/30/11, the outages related to this problem continued as reported in
Outage 4F, 4G, and 4H, above. In each of these outages, the generator restarted in 35 minutes because
the pond level was such that the unit was required to generate, but PSNH did not dispatch an operator
under those conditions. Accion believes that PSNH either did not fully understand the reasons for the
continued unit trips and did not dispatch an operator to investigate the repetitive problem or understood
the problem and let it wait until normal business hours on Monday. Accion believes that good utility
practice would be to dispatch an operator in either case. Accion recommends that PSNH not recover
the replacement power costs for these outages from customers.

Recommendations

PSNH is experiencing many overtrip conditions of its smaller units nested into the lower levels of its
distribution system. Accion understands that PSNH’s reliability design of its distribution system
incorporates the loss of a system element with one unit out of service. If the overtrip outages are found
to be systemic upon conclusion of the PSNH analysis of this issue, Accion recommends that the
system reliability design incorporate the overtrips into the system design criteria on a local basis only if
other economic remedies are not available.

Regarding Smith Outage 1C, PSNH is rebuilding the Berlin 115 kV bus to accommodate new
generation. While that construction is undertaken, PSNH is also installing a 115 kV breaker on the Z-
177 115 kV line, so that the generator is not tapped directly off the bus and exposed to bus faults that
are cleared on a permissive basis. PSNH is performing similar work at Merrimack Station with regards
to the two combustion turbines. Accion recommends that PSNH review all of its generation tie-in
configurations, assess the risk of similar failures at those locations, and appropriately and economically
address the risks found.

PSNH is experiencing more unit interruptions due to misoperations of the multitude of Mercoid
switches employed across its hydro system. PSNH can no longer purchase new Mercoid switches as it
has been prohibited to do so since 2008 by New Hampshire law. PSNH has identified a replacement
for these switches identified as the “Reed” switch and replaces the Mercoid switches with Reed
switches on a case-by-case basis. Given the legislative mercury mandate, and the identification of a
suitable replacement, Accion recommends that PSNH develop a program approach with a finite time
frame (to be determined) for replacement of Mercoid switches at its hydro stations and all other
generating facilities.
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Extreme temperatures at earlier (or later) times during the year are causing outages because ventilation
fans or louvers have not been put on or have been taken off summer temperature settings. Accion
recommends that PSNH review and modify the times of year it initiates changes summer temperature
settings in its hydro station buildings, so that such early (or late) season events are within the summer
time bandwidth, or eliminate the winter temperature period all together.
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DOCKET DE 12-116 EXHIBIT — MDC-7

Combustion Turbine Outages For 2011

The following outages took place at PSNH’s combustion turbine units during 2011:

Lost Nation

Major work that was completed at Lost Nation CT-1 during 2011 included a full removal and
inspection of the hot system section of the turbine.

Lost Nation — CT-1

A

4/26/11-17.3 days

This scheduled 19-day outage was taken to perform the annual maintenance/inspection
overhaul. The work performed included a visual inspection, general cleaning, annual
equipment tests, and servicing the diesel starter engine. In addition, a full removal and
inspection was performed on the hot system section of the turbine. Testing and
inspections revealed no abnormalities.

B

5/13/11 — 0.2 days

At the end of the annual inspection in Outage A above, PSNH conducted the required
ISO-NE black start 10-minute test. The unit passed the test and returned to service.
Accion notes that PSNH separates the two events for ISO-NE recordkeeping purposes.

White Lake

Major work that was completed at White Lake CT-1 during 2011 included a full removal and
inspection of the hot system section of the turbine.

White Lake — CT-1

A

2/6/11 — 0.3 days

While in reserve shutdown, the Electric-System Control Center (E-SCC) received a “Not-
Ready-to-Start” alarm from the unit. Investigation found that water infiltrated the fire
strobe/h